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Abstract
We consider three scenarios of the Hotelling-Downs model of spatial

competition. The first scenario is a static setting with fixed prices and an
arbitrary number of agents. This setting has typically been explored using
Nash equilibrium, but this paper uses rationalizability instead. These
findings will be compared to the results of Eaton and Lipsey (1975) and
Shaked (1982). We show that as the number of agents increases, the set
of point rationalizable choices increases as well. The second variation
consists of a sequential Hotelling-Downs model with three agents, which
will be solved by backward induction. The third variation is the static
case when agents have limited attraction intervals. In this variation, we
show that the set of rationalizable choices does not depend on the number
of agents, apart from the number of agents being odd or even. It does
depend on the size of the attraction interval. More precisely, the set of
rationalizable choices shrinks as the attraction interval gets larger.
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1 Introduction
Hotelling’s (1929) paper on the duopoly location model was published almost a
century ago, yet the contents of the paper are still taught today in economics
courses all over the world. The paper contains a rich motivation and intuitive
examples that explain the results from the model. Hotelling was the first to
include the location of the firm as a feature in his model. The location model
demonstrates the relationship between the pricing and location of a firm. Con-
sumers are uniformly distributed on a line segment, and incur a transportation
cost for the distance traveled to one of the firms. This allows for the feature
that when a firm increases its price, it will gradually lose demand instead of
instantaneously, which is the case for the Bertrand model.

Downs (1957) gave a different interpretation to Hotelling’s model, in the case
where each firm charges an identical price. The firms could then be inter-
preted as political agents in a society that can be ordered from left to right.
These agents simultaneously choose a political position on the line. Instead of
consumers, Downs’ model consists of voters that will choose the agent whose
position is closest to their preferred political position.

Most papers on the Hotelling-Downs model use the Nash equilibrium concept.
Eaton and Lipsey (1975) analyzed the Hotelling-Downs model with an arbi-
trary number of firms, where all agents simultaneously choose their position.
For three agents, they mention that it is impossible to satisfy the equilibrium
conditions, and as a result there is no Nash equilibrium. For any other number
of agents they are able to find one or multiple equilibria.

Pearce (1984) and Bernheim (1984) criticized the Nash equilibrium concept
and independently developed a different solution concept, called rationalizabil-
ity. Their main critique was that the Nash equilibrium is too restrictive in its
assumptions, partially explaining why no Nash equilibrium was established in
Eaton and Lipsey’s model with three firms. Both Nash equilibrium and ratio-
nalizability require that each player believes that his opponents play rationally,
believes that his opponents believe that the other players play rationally, and so
on. Additionally, Nash equilibrium also imposes a correct beliefs assumption,
while rationalizability does not. The correct beliefs assumption states that each
player must believe that his opponents are correct about his own beliefs, and
that his opponents share his own beliefs about other players. Because ratio-
nalizability does not impose this constraint, it is more permissive than Nash
equilibrium.

In this paper, we will characterize the point rationalizable choices of the Hotelling-
Downs model with an arbitrary number of agents. The main difference between
rationalizability and point rationalizability is that point rationalizability only
considers point beliefs, while rationalizability considers mixed beliefs as well.
Point beliefs assign probability 1 to exactly one of each of the opponents’ choices.
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In most of the literature regarding the Hotelling-Downs model, the emphasis has
been on finding the pure Nash equilibria. Mixed beliefs are not considered in
a pure Nash equilibrium. Because we want to compare our results with pure
Nash equilibria, point rationalizability is the preferred solution concept over ra-
tionalizability.

Our first result is a characterization of the point rationalizable choices in the
static Hotelling-Downs model with fixed prices and an arbitrary number of
agents. As the number of agents increases, the set of point rationalizable choices
for each agent increases as well. When the number of agents gets very large,
almost any position is point rationalizable, except the extreme positions on the
line. We will compare our characterisation to the results of Eaton and Lipsey
(1975). We find that the positions chosen by the agents in a pure Nash equilib-
rium are further from the edge than the point rationalizable choices closest to
the edges.

Next, we characterize the backward induction solution for the dynamic Hotelling-
Downs model with three agents. We find that the first two agents choose exactly
the extreme choices contained in the set of point rationalizable choices that were
found in the static Hotelling model with three agents. These extreme choices
are 1

4 and 3
4 . Our assumption about what the last agent does whenever he is

indifferent was crucial for arriving at this conclusion. In Teitz’ (1968) dynamic
model, a leader can choose N−1 positions on the line, and after this the follower
can choose one position on the line. If the leader can choose two positions, then
he will choose the positions 1

4 and 3
4 . These are exactly the positions that agent

1 and 2 will choose in our dynamic Hotelling-Downs model. This suggests that
even if agent 1 and 2 would work together agents agent 3, they still choose the
same positions on the line.

Lastly, we characterize the point rationalizable choices in a more recent varia-
tion of the Hotelling-Downs model, introduced by Feldman et al (2016). In this
variation, clients are attracted to all agents within their attraction interval. We
consider attraction intervals ranging from 0 to 1. We find that as the attraction
interval increases, the set of point rationalizable choices decreases. The set of
point rationalizable choices is not decreasing in the number of agents, but we
do find different results depending on whether the number of agents is odd or
even. When the attraction interval approaches 1, only the middle positions on
the line are point rationalizable.

Section 2 introduces the Hotelling-Downs model and defines point rationaliz-
ability. Section 3 contains the results of the static Hotelling-Downs model with
fixed prices. Section 4 solves the dynamic Hotelling-Downs model with three
agents by backward induction. Section 5 introduces the Hotelling-Downs model
with limited attraction and characterizes the point rationalizable choices in rela-
tion to the size of the attraction interval. Section 6 contains a literature review.
Section 7 contains a discussion and conclusion. All proofs are collected in the
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appendix.

2 Hotelling-Downs Model and Rationalizability
Let I = {1, ..., N} denote the set of agents. Each agent i ∈ I simultaneously
selects a choice ci ∈ Ci, where Ci = {0, δ, 2δ, ..., 1 − δ, 1} denotes the set of
positions that agent i can choose, where δ = 1

m for some strictly positive integer
m. At the end of this section, we provide an explanation why we use a finite
choice set for each agent instead of the choice set [0, 1]. Clients are distributed
uniformly on the interval [0, 1]. Clients will support an agent whose position
is closest to the client. In the case that the client is equally close to multiple
agents, he will randomly select one of these agents to support.

Agents are assumed to be support maximizers, meaning that their objective
is to attract as many clients as possible. Hence, the utility for each agent i
will be denoted by the fraction of clients that support agent i. Let C−i =
C1× ...×Ci−1×Ci+1× ...×CN denote the set that contains all the choice combi-
nations of the opponents of agent i, where c−i = (c1, ..., ci−1, ci+1, ..., cN ) ∈ C−i.

Given a choice ci ∈ Ci and a choice combination of the opponents c−i ∈ C−i,
let li(ci, c−i) denote the position of the closest opponent to the left of agent
i, in case it exists. Let ri(ci, c−i) denote the position of the closest opponent
to the right of agent i, in case it exists. Let Di(ci, c−i) denote the number of
agents that occupy position ci. A choice is called leftmost if it is (one of) the
position(s) closest to 0. Similarly, a choice is called rightmost if it is (one of)
the position(s) closest to 1. A choice is called middle if some choices of the
opponents are closer to 0 and 1.

Figure 1 shows the position of the relevant indifferent client when agent i’s
choice ci is rightmost. Because ci is rightmost, there are no other agents oc-
cupying a position to the right of ci. The indifferent client x̂ is located in the
middle between ci and li(ci, c−i). Every client to the right of x̂ will support
the position ci. If agent i is the only agent located at ci, his utility is equal to
1 − x̂ = 1 − ci+li(ci,c−i)

2 = 2−ci−li(ci,c−i)
2 . If the number of agents located at

ci is equal to Di(ci, c−i), then the utility of agent i is 2−ci−li(ci,c−i)
2Di(ci,c−i) . A similar

procedure can be followed for leftmost and middle choices. We can now write
down the utility function for each agent i:
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ui(ci, c−i) =


2−ci−li(ci,c−i)

2Di(ci,c−i) if ci is rightmost
ri(ci,c−i)−li(ci,c−i)

2Di(ci,c−i) if ci is middle
ci+ri(ci,c−i)
2Di(ci,c−i) if ci is leftmost
1
N if all agents are positioned at ci

Each agent i can motivate his choice by forming a belief about the opponents’
choice combinations C−i. A belief for agent i is a probability distribution bi
over the set C−i. For every choice combination of the opponents c−i , the
belief bi(c−i) denotes the probability that agent i assigns to the event that
this particular choice combination is indeed chosen by the opponents. We only
consider point beliefs. That is, we only consider beliefs where bi(c−i) = 1, for
some opponents’ choice combination c−i. Expected utility can be denoted as
ui(ci, bi) =

∑
c−i∈C−i bi(c−i)ui(ci, c−i). A choice is optimal for an agent if it

maximizes his utility for some belief.

Definition 1. A choice ci ∈ Ci is optimal for agent i given a belief bi if ∀ c∗i ∈
Ci,

ui(ci, bi) ≥ ui(c∗i , bi).

If ci ∈ Ai ⊆ Ci and the above inequality holds for every c∗i ∈ Ai, then ci is
optimal in Ai for the belief bi

We will now explain why we assume a finite set of choices for the agents.
The utility functions of the agents are not continuous. If the choice set of each
agent i would be infinite, such as Ci = [0, 1], we would run into problems. We
would then be unable to answer even the most basic questions, such as which
choice or choices are optimal for a belief. For example, assume there are two
agents and consider the belief b1 where b1(0) = 1. First consider the case where
C1 and C2 are finite sets. Intuitively, choosing the closest position to the right
of 0 will yield the largest utility to agent 1. Hence, the choice c1 = δ would be
the optimal choice for this belief. Now consider the case where C1 = C2 = [0, 1].
The closest choice to the right of 0 does not exists, as for any choice c1 close to
0, there exists a choice c′1 closer to 0. As a result, there exists no optimal choice
for this belief.

The following inductive procedure resembles Pearce’s (1984) procedure to find
the rationalizable choices, adapted for point beliefs.

Definition 2. Let Pi(0) = Ci for all i ∈ I. Then Pi(k) is inductively defined
for k = 1, 2, ... by Pi(k) = {ci ∈ Pi(k−1) : there exists a point belief bi over the
set P−i(k − 1) such that ci is optimal in Pi(k − 1) given bi}. The set of point
rationalizable choices for agent i is then Pi =

⋂∞
k=1Pi(k).

5



Figure 2: Beliefs diagram

3 Results for the Static Hotelling-Downs Model
The next theorem uses a ceiling function. The ceiling function dae returns the
smallest value b bigger or equal to a such that b is a multiple of δ.

Theorem 1. Suppose there are N agents and let δ ≤ 1
3(N−3)+6 . Then ∀i ∈ I,

Pi = {
⌈

1− (N − 1)δ
2N − 2

⌉
, ..., 1−

⌈
1− (N − 1)δ

2N − 2

⌉
} if N ∈ {2, 3}

Pi = {
⌈

1− (N − 2)δ
2N − 2

⌉
, ..., 1−

⌈
1− (N − 2)δ

2N − 2

⌉
} if N ≥ 4

An immediate result from this theorm is that the set of point rationalizable
choices grows as the number of agents increases. With 2 agents, we are able to
use the fact that as long as k ≤ 1

δ ·
⌈ 1−δ

2
⌉
, in each round Pi(k), the choice kδ is

strictly dominated by the choice (k + 1)δ. A similar result is true at the other
side of the line. As a result, only the middle choice(s) survive(s) the iterative
procedure. With 3 agents or more however, this is no longer true.

For example, consider 3 agents and δ = 0.1. The point rationalizable choices for
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Number of agents set of point ratio-
nalizable choices

2 { 1
2}

3 [ 1
4 ,

3
4 ]

4 [ 1
6 ,

5
6 ]

5 [ 1
8 ,

7
8 ]

6 [ 1
10 ,

9
10 ]

7 [ 1
12 ,

11
12 ]

8 [ 1
14 ,

13
14 ]

N [ 1
2N−2 ,

2N−3
2N−2 ]

Table 1: Point rationalizable choices when δ approaches 0

each agent are then given by {
⌈ 1−2δ

4
⌉
, ..., 1−

⌈ 1−2δ
4
⌉
} = { 2

10 ,
3

10 ,
4

10 ,
5

10 ,
6

10 ,
7

10 ,
8

10}.
A beliefs diagram (Perea (2012)) helps to visually show the reasoning of each
agent in a game. The arrows represent the beliefs of an agent. For example,
consider the arrow from agent 1 with the choice 2

10 going to the choice pair
( 3

10 ,
7

10 ) of agent 2 and 3. This arrow represents that choice 2
10 of agent 1 is

supported by the belief that agent 2 chooses 3
10 and agent 3 chooses 7

10 . This
is a first order belief of agent 1 that supports his choice of 2

10 . By following the
arrows, we can also find the higher order beliefs. The choice 2

10 of agent 1 is
supported by the second-order belief that agent 2 believes that agent 1 and 3
choose 2

10 and that agent 3 believes that agent 1 and 2 choose 8
10 . Continuing

this way ad infinitum would give us the belief hierarchy of agent 1 that sup-
ports his choice 2

10 . Similarly, we can construct belief hierarchies that support
the choices 3

10 , ...,
8

10 of agent 1 or of a different agent. All these belief hierachies
express common belief in rationality, because this belief diagram only consists
of the choices in Pi = { 2

10 ,
3

10 ,
4

10 ,
5

10 ,
6

10 ,
7

10 ,
8

10}. Hence, these belief hierarchies
support the point rationalizable choices.

We are particularly interested in the point rationalizable choices if δ approaches
0. When N ≥ 2 and δ approaches zero, the point rationalizable choices are
given by [ 1

2N−2 , ...,
2N−3
2N−2 ]. Table 1 shows the point rationalizable strategies for

the first 8 agents when δ approaches zero. It is immediately evident that as N
increases, the range of point rationalizable choices also increases. When N be-
comes very large, the set of point rationalizable choices approaches the interval
(0, 1).

Eaton and Lipsey (1975) found the same result as we did for two agents.
In the pure Nash equilibrium, both agents are located at the center of the line,
equivalent to the minimal differentiation result of Hotelling. For three agents,
Eaton and Lipsey do not find any equilibrium. However, Shaked (1982) found
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a mixed Nash equilibrium where each agent places equal probability on all the
choices in [ 1

4 ,
3
4 ]. This result is similar to the point rationalizable choices for

three agents when δ approaches 0, where Pi = [ 1
4 ,

3
4 ]. For four agents, Eaton

and Lipsey find the unique equilibrium where agent 1 and 2 are located on 1
4 ,

and agent 3 and 4 are located at 3
4 . With four agents, the point rationalizable

choices for each agent i are given by [ 1
6 , ...,

5
6 ]. For five agents, Eaton and Lipsey

find the unique equilibrium where agent 1 and 2 are located at 1
6 , agent 3 is

located at the middle of the line, and agent 4 and 5 are located at 5
6 .

For six agents onward the equilibrium is no longer unique. The equilibrium
with minimum product differentiation is given by agent 1 and 2 locating at 1

8 ,
agent 3 and 4 locating at the middle of the line, and agent 5 and 6 locating
at 7

8 . The equilibrium with maximum product differentiation maximizes the
distance between agent 3 and 4 by placing agent 3 on 3

8 and agent 4 at 5
8 . The

point rationalizable choices for each agent i with 6 agents is given by [ 1
10 , ...,

9
10 ].

The main difference is that the position of the outer agents in the Nash equi-
libria of Eaton and Lipsey is further from the edge of the line than the point
rationalizable choices closest to the edges of the line.

4 Sequential Hotelling-Downs Model with Three
Agents

In this section, three agents will sequentially choose a position. Agent 1 will
first choose a position, and the other agents observe the choice of agent 1. Next,
agent 2 will choose a position, and lastly agent 3 observes this decision of agent
2 and chooses a position afterwards. Instead of a finite choice set, each player
can now choose a position in [0, 1]. However, there must be a minimum distance
δ between the positions. Because at every information set there is exactly one
agent active and this agent knows the choices that have been made by the other
agents in the past, this is a game with perfect information. Backwards induction
is a reasonable concept to apply here.

However, if we have 3 agents in the model, a problem arises. We could start
by taking the perspective of the last agent, and compute the optimal choice
for each combination of c1 and c2. Assuming that c1 < c2, agent 3 can either
choose the position just to the left of c1, in between c1 and c2, or just to the
right of agent 2. Whenever it is optimal for agent 3 to position in between c1
and c2, any choice c3 ∈ [c1 + δ, c2 − δ] will be optimal. However, this choice c3
does have an impact on the utility of agent 1 and agent 2. Authors have dealt
with this issue in different ways. In Prescott and Visscher (1987) and Palfrey
(1984), agent 1 and 2 would assume that agent 3 will locate at c1+c2

2 , whereas
in Rothschild (1976) agent 1 assumes that c3 = c1 + δ and agent 2 assumes that
c3 = c2 − δ. That is, Rothschild assumes that an agent believes that each op-
ponent will choose the worst possible position for him, in case he is indifferent.

8



c3 = c1 − δ

u2 = 1− 1
2c2 − 1

2c1

c3 = c2 + δ

u2 = c2+δ−c1
2 c3 ∈ [c1 + δ, c2 − δ]

u2 = 1− 3
4 c2 − 1

4 c1

c3 = c2 − δ

u2 = c1−c2+δ
2

c3 = c1 + δ

u2 = c2+c1
2

c3 ∈ [c2 + δ, c1 − δ]

u2 = 3
4 c2 + 1

4 c1

2−δ
3

1+δ
3

2−δ
3

1+δ
3

1+δ
4

3−δ
41

0

c1

1
c2

3−δ
4

1+δ
4

( 1
2 ,

1
2 )

Figure 3: Optimal choice(s) for agent 3

We make an assumption similar to that of Prescott and Visscher.

When agent 3 is indifferent between some choices, we apply the principle
of insufficient reason to determine the utility of agent 1 and agent 2. As an
example, assume that c2 > c1 and that agent 3’s optimal choice is to choose
a middle location. Then any choice in [c1 + δ, c2 − δ] is optimal for agent
3. With the principle of insufficient reason, we assume that each of these
choices is equally likely to occur. The utility of agent 2 can then be calcu-
lated as u2 = 1

(c2−δ)−(c1+δ)
∫ c2−δ
c1+δ

2−c2−c3
2 dc3 = 1 − 3

4c2 − 1
4c1. Similarly, we

have u1 = 3
4c1 + 1

4c2. This is the same utility that agent 1 and 2 would receive
when agent 3 would choose c3 = c1+c2

2 .

If agent 3 is indifferent between a leftmost and rightmost position, then c1− δ
2 =
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2−δ
3

1+δ
3

1+δ
4

1

0

c1

1
c2

3−δ
4

1+δ
4

3−δ
4

1
2

1
2

c2 = 2
3 + 1

3 c1 − δ
3

c2 = 1− c1 + ε

c2 = 1− c1 − ε

c2 = 1
3 c1 + δ

3

Figure 4: Best response function of agent 2

1 − c2 − δ
2 , which implies c2 = 1 − c1 and u1 = 1

2
c1+(1−c1)

2 + 1
2

1−c1−c1+δ
2 =

1
2 −

1
2c1 + δ

4 and u2 = 1
2

2−(1−c1)−c1
2 + 1

2
1−c1+δ−c1

2 = 1
2 −

1
2c1 + δ

4 . Note that
if agent 3 is indifferent between choosing a middle location and a rightmost or
leftmost position, then by the principle of insufficient reason, the utility of agent
1 and 2 can be calculated as u2 = 1 − 3

4c2 − 1
4c1 and u1 = 3

4c1 + 1
4c2, because

there are an infinite number of positions between c1 + δ and c2 − δ.

Figure 3 shows the optimal choice for agent 3 for any combination (c1, c2).
The figure consist of 6 regions. For example, if c1 < c2 and both c1 and c2 are
relatively small, then agent 3’s optimal choice is then to position just a little to
the right of agent 2, which is denoted by c2 + δ. Similarly, c3 = c1 − δ if c1 and
c2 are relatively big. The optimal choice of agent 3 is not always unique. If c1 is
small and c2 is large, then any choice c3 ∈ [c1 +δ, c2−δ] is an optimal choice for
agent 3. The other three regions are similar, but then c2 < c1 instead of c1 < c2.
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Agent 3 can be indifferent between even more choices, for example, at the point
( 1+δ

4 , 3−δ
4 ), agent 3 is indifferent between c3 = c1 − δ, c3 ∈ [c1 + δ, c2 − δ], and

c3 = c2 + δ.

Next, we can take the perspective of agent 2. In each region, we can calcu-
late the utility of agent 2. This has also been depicted in figure 3. For example,
if agent 1 chooses 0 < c1 <

1+δ
4 , then choosing c2 = 0 is clearly not optimal.

As long as c2 < c1 agent 3 will choose c3 = c1 + δ and u2 = c1+c2
2 . Hence, the

optimal choice for agent 2 in this region is c2 = c1 − δ. Similarly, in the region
where c3 = c2 + δ, agent 2 should choose the maximum permitted value of c2,
which is a value slightly smaller than c2 = 2

3 + 1
3c1 − δ

3 . Lastly, in the region
where c3 = [c1 + δ, c2 − δ], agent 2 should choose the minimum permitted value
of c2, which is c2 = 2

3 + 1
3c1 − δ

3 . Next, agent 2 will select the choice that gives
him the highest utility given some c1.

The main result can be summarized by figure 4. Let 0 ≤ c1 ≤ 1
2 . For low

values of c1, agent 3 will not choose to position to the left of agent 1, no matter
what agent 2 chooses. Agent 2’s best response is to choose c2 = 2

3 + 1
3c1 − δ

3 .
This is the minimum c2 such that choosing a middle position is optimal for
agent 3. Agent 1’s utility is then u1 = c1+ c1+c2

2
2 = 1

6 + 5
6c1 − δ

12 . If c1 is high
enough, then agent 2 can choose a position 1 − c1 + ε such that agent 3 will
position to the left of agent 1, which leaves agent 2 with half of the total mar-
ket share. Here ε should be interpreted as a strictly positive and very small
number, much smaller than δ. Agent 2 should not position exactly at 1 − c1,
because then agent 3 is indifferent between positioning just to the left of agent
1 and just to the right of agent 2. Agent 1’s utility can then be denoted as
u1 = c2−c3

2 = 1−c1+ε−c1+δ
2 = 1

2 − c1 − δ
2 −

ε
2 . We have a similar response of

agent 2 when 1
2 ≤ c1 ≤ 1.

With the best response function of agent 2, we can calculate the utility of
agent 1 for each c1. This has been depicted in figure 5. The utility of agent
1 is initially increasing until c1 = 1+δ

4 . This is because for low values of c1,
c2 = 2

3 + 1
3c1− δ

3 , and agent 3 will choose a middle position. However, for larger
values closer to the middle of line, agent 2 is able to choose a position such that
agent 3 will choose to position just to the left of agent 1. Agent 1 should avoid
this from happening and select the largest c1 such that this does not happen.
This is the choice c1 = 1+δ

4 . By symmetry, the other optimal choice of agent 1
is the choice c1 = 3−δ

4 .

Theorem 2. By backwards induction, agent 1 will choose c1 ∈ { 1+δ
4 , 3−δ

4 },
agent 2 then chooses c2 = 1 − c1 and agent 3 is indifferent between choosing
c3 = min(c1, c2) − δ, any position c3 ∈ [min(c1, c2) + δ,max(c1, c2) − δ], and
c3 = max(c1, c2) + δ

If δ approaches zero, Theorem 2 implies that c1 ∈ { 1
4 ,

3
4}, c2 = 1 − c1, and

firm 3 is indifferent between any position in between c1 and c2. The utility of
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1+δ
4 + ε

2

3+δ
8

2−δ
12

3−δ
4

1
2

0

u1

1
c1

1+δ
4

Figure 5: Utility of agent 1 for each c1

agent 1 and 2 is 3
8 , whereas the utility of agent 3 is 1

4 . From the previous section,
the set of point rationalizable choices for 3 agents when δ approaches zero is
[ 1

4 ,
3
4 ] = [min(c1, c2),max(c1, c2)]. Hence, in the dynamic model, agent 1 and 2

will choose the most extreme positions which were possible under point rational-
izability in the static Hotelling-Downs model with three agents. Furthermore,
from figure 4 we can observe that agent 2 will always choose a position in [ 1

4 ,
3
4 ],

no matter what agent 1 chooses. Similarly, from figure 3 we can observe that
agent 3 will always choose a position in [ 1

4 ,
3
4 ] if agent 1 and/or 2 chooses a

position in [ 1
4 ,

3
4 ].

The minimum degree of product differentiation in the dynamic Hotelling-Downs
model is also higher than the static Hotelling-Downs model. Two out of the three
agents will be positioned at 1

4 and 3
4 , and one agent will be positioned at some

position between 1
4 and 3

4 . In the static model, the minimum degree of product
differentiation is much lower, because it is possible that all three agents choose
the same point rationalizable choice.

Teitz (1968) considered a model with 2 agents, consisting of a leader and a
follower. The leader first chooses N − 1 positions on the line, and then the
follower can choose one position on the line. If the leader is allowed to choose 2
positions on the line, he will choose the positions 1

4 and 3
4 . This suggests that

in our dynamic model, even if agent 1 and 2 would work together, they would
end up making the same choice, which is one agent at 1

4 and the other agent at
3
4 .

12



5 Hotelling-Downs Model with Limited Attrac-
tion

Feldman and Fiat (2016) altered the standard Hotelling-Downs model. In this
variation, clients do not necessarily choose the closest agent. Each agent i has an
attraction region, given by ω. Given his position on the line ci, he attracts clients
in between ci − ω

2 and ci + ω
2 . A client positioned at x on the line will equally

divide his support among the agents within x−ω2 and x+ω
2 . If no agent is located

within x− ω
2 and x+ ω

2 , then the client will not support any agent. If we take the
perspective of some agent i, then the set of opponent agents that attract client
x can be denoted by Ix(c−i) = {j ∈ {1, ..., i− i, i+1, ..., N}|x ∈ [cj− ω

2 , cj+ ω
2 ]}.

If agent i chooses a position ci such that x ∈ [ci− ω
2 , ci+

ω
2 ], then we can denote

agent i’s share of client x as

ax,i(c−i) = 1
|Ix(c−i)|+ 1

Assuming a uniform distribution of the clients with density f(x) = 1 ∀x ∈
[0, 1], the utility function of each agent i is given by

ui(ci, c−i) =
∫ ci+ω

2

ci−ω2
ax,i(c−i)f(x) dx

If agent i chooses in [ω2 , 1−
ω
2 ], then we are able to write the utility of agent i

as
∫ ci+ω

2
ci−ω2

ax,i dx instead of
∫ ci+ω

2
ci−ω2

ax,if(x) dx. However, if agent i chooses ci = 0,

then agent i’s utility is
∫ 0+ω

2
0−ω2

ax,if(x) dx =
∫ ω

2
0 ax,i dx. If agent i chooses ci ∈

[0, ω2 ) we cannot omit f(x). We characterize the point rationalizable choices,
where 0 ≤ ω < 1. Note that for any ω ≥ 1, an agent can simply locate at the
middle of the line, attracting all clients.

Theorem 3. Consider a Hotelling-Downs model with limited attraction and let
0 < ω ≤ 1. If the number of agents is odd, then ∀ i ∈ I,

Pi = [ω2 , 1−
ω

2 ].

If the number of agents is even, then

if 0 < ω <
1
3 , then, Pi = [ω2 , 1−

ω

2 ],

if 1
3 < ω <

1
2 , then, Pi = {[ω2 , 1− 1.5ω], [1.5ω, 1− ω

2 ]},

if 1
2 < ω < 1, then, Pi = {ω2 , 1−

ω

2 }.
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Figure 6: Point rationalizable choices for an odd number of agents

Figure 6 and 7 graphically show the point rationalizable choices for an odd
number of agents and an even number of agents respectively. Let us first con-
sider the case for an odd number of agents. Intuitively, a rational agent should
not position too close to the end of the line. If it does, it can receive a higher
utility by positioning a little bit more in the direction of the center of the line,
no matter what the other agents choose. In particular, for any ω, the positions
[0, ω2 ) and (1− ω

2 , 1] are too close to the end of the line for a rational agent.

Furthermore, if ω ≤ 1
3 , then any choice in [ω2 ,

1
2 ] is optimal for an agent for

the point belief that all the opponents are located at 1 − ω
2 . Figure 8 shows a

visual example. A similar result is true for the choices of [ 1
2 , 1−

ω
2 ]. Hence, the

set of point rationalizable choices is given by [ω2 , 1−
ω
2 ].

Similarly, if ω > 1
3 , we can show that all the choices in [ω2 , 1 −

ω
2 ] are opti-

mal for agent i for some point belief. Some or all of these choices are motivated
by the point belief that half of his opponents are located at ω

2 , and half of his
opponents are located at 1 − ω

2 . Hence, each choice of agent i that is not irra-
tional is rationalizable.

For an odd number of agents, the set of point rationalizable choices is given
by Pi = [ω2 , 1 −

ω
2 ]. We showed that the set of irrational choices expands as

14
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Figure 7: Point rationalizable choices for an even number of agents

ω increases, and that each choice that is not irrational, is rationalizable. As a
result, the set of point rationalizable choices shrinks as ω increases.

For an even number of agents and some agent i, the point belief that half
of his opponents are located at ω

2 , and half of his opponents are located at 1− ω
2

does not exist. If 1
3 < ω < 1

2 , then there does not exist a point belief of agent
i in [ω2 , 1 −

ω
2 ] × ... × [ω2 , 1 −

ω
2 ], such that his choice ci ∈ (1 − 1.5ω, 1.5ω) are

optimal. Hence, then Pi = {[ω2 , 1 − 1.5ω], [1.5ω, 1 − ω
2 }. In this model, max-

imizing utility is equivalent to choosing the position where you share as little
clients as possible with other agents. If the attraction interval is large enough,
then a rational agent will always attract agents near the middle of the line, no
matter what he chooses. Hence, an agent will always be better off not choosing
a position located near the middle of the line.

Lastly, for an even number of agents and 1
2 < ω < 1, there does not exist

a point belief of agent i in [ω2 , 1 −
ω
2 ] × ... × [ω2 , 1 −

ω
2 ], such that his choice

ci ∈ (ω2 , 1−
ω
2 ) is optimal. As a result, his only rationalizable choices are ω

2 and
1− ω

2 .

Furthermore, the point rationalizable procedure only runs for 1 iteration when
we have an odd number of agents and at most 2 rounds for an even number
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of agents. For both an odd and an even number of agents, the set of point
rationalizable choices of an agent i is decreasing in ω, but is not increasing in
the number of agents, which was the case for model in Section 3.

6 Literature Review
6.1 Rationalizable Choices and Best Response Sets
Pearce (1984) and Bernheim (1984) independently developed the solution con-
cept of rationalizable choices. The main reason for the development of this
concept was that they realized Nash equilibrium can be too restrictive, because
it rules out perfectly reasonable choice combinations. Pearce reached his solu-
tion by defining an iterative procedure that at each stage eliminates the choices
that are not optimal for any independent belief about the opponents choices.
The choices that survive this procedure are the rationalizable choices in the
game. In a game with two players, beliefs will always be independent. For three
or more players, we have independent beliefs if the belief of player i about player
j’s choice is independent from i’s belief about player k’s choice.

Pearce also defined best response sets, which he used to characterize the ra-
tionalizable choices in the game. He showed that the rationalizable choices are
exactly those choices that are part of a best response set. We will be using this
definition for the static Hotelling model in the appendix. Furthermore, Pearce
showed that if a set of choices constitutes a Nash equilibrium, then this set of
choices is also rationalizable. The converse is not true, i.e. a set of choices can
be rationalizable but does not constitute a Nash equilibrium. Bernheim used
the notion of a consistent system of beliefs to define the rationalizable choices in
a game. Just like Pearce, he used the assumption that beliefs are independent.
He showed that the choices that can rationally be chosen under a consistent
system of beliefs are rationalizable. Bernheim introduced the concept of point
rationalizability, which restricts to beliefs which assign probability 1 to exactly
one choice of the opponents. These probability 1 beliefs are called point beliefs.
Point beliefs are always independent, because they place all probability weight
on only one choice combination.

Closely related to rationalizability is common knowledge of rationality. This
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concept was introduced by Tan and Werlang (1988). The main difference be-
tween rationalizability and common knowledge of rationality is the assumption
about the beliefs of the opponents. While rationalizability assumes independent
beliefs, common knowledge of rationality allows for correlated beliefs. Just like
Pearce, they defined their own iterative procedure. The procedure of Tan and
Werlang is called the iterated elimination of strictly dominated choices. In each
round, the choices that are not optimal for a correlated belief are eliminated from
the game. With the assumption of correlated beliefs, Tan and Werlang (1988)
showed that the choices that can rationally be made under common knowledge
of rationality are exactly those choices that survive the iterated elimination of
strictly dominated choices.

Brandenburger and Dekel (1987) found similar results. They defined the best
response sets when beliefs are allowed to be correlated. They used this to define
correlated rationalizability, which is different from rationalizability from Pearce
and Bernheim. The choices that are selected by correlated rationalizability are
equivalent to the choices that are selected by common knowledge of rationality.

6.2 Static Hotelling-Downs Models
Eaton and Lipsey (1975) investigated how robust the minimum differentiation
result from the Hotelling model with identical prices is to changes in the model.
The main differences between their model and our model are the choice sets and
how many agents can occupy a location. In Eaton and Lipsey’s model, agents
can choose any location in [0, 1] and only one agent can occupy a given location.
Between each agent there must be a distance of at least δ, which is very small
relative to the line segment and market. They find at least one Nash equilib-
rium for any number of agents, except 3 agents. The Nash equilibria up to 5
agents are unique, and from 6 agents onwards there are an infinite number of
Nash equilibria. In our model, the choice set is finite and agents are allowed to
occupy the same location. Furthermore, we do find a set of point rationalizable
choices for any number of agents.

Shaked (1982) wrote a short note about the existence of a mixed strategy Nash
equilibrium for the 3 agent Hotelling model with identical prices. He demon-
strated that the mixed strategy Nash equilibrium is given by each agent avoiding
the extreme quartiles of the line and choosing the remaining locations with equal
probability. These consist exactly of all the point rationalizable choices that we
find for 3 agents. Hence, in the mixed Nash equilibrium an agent chooses each
point rationalizable choice with equal probability.

6.3 Sequential Hotelling-Downs Models
Teitz (1968) introduced a dynamic component of the Hotelling model by intro-
ducing a leader and a follower in the model. The leader first chooses N positions
on the line, the follower observes this and will then choose M ≤ N positions
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on the line. A useful property for the leader is that he can maximize his utility
by minimizing the utility of the follower. By backward induction, the leader
should choose the positions ( 1

2N−2 ,
3

2N−2 , ...,
2N−3
2N−2 ). The first and last position

are exactly the extreme choices in the set of point rationalizable choices in our
static Hotelling-Downs model. Additionally, the point belief in our model that
supports the choice 1

2N−2 is given by bi where bi( 1
2N−2 ,

3
2N−2 , ...,

2N−3
2N−2 ) = 1.

A dynamic example of Presscot and Visscher (1977) consists of 3 agent. First
agent 1 chooses a position, then agent 2, and then agent 3. The backward in-
duction positions that are found is that agent 1 locates at 1

4 , agent 2 locates
at 3

4 , and agent 3 locates between agent 1 and 2. Strictly speaking, agent 3 is
indifferent between all the positions between agent 1 and agent 2, just to the
left of agent 1, and just to the right of agent 2. Presscot and Visscher assume
that agent 3 will position exactly in the middle between agent 1 and 2. This
leads to a higher utility to agent 1 and 2 compared to agent 3. They mention
that for more than three agents, the method they use for analyzing the 3-agent
model becomes impractical. Instead, they focus on a model where the number
of agents in the model is endogenous, and there are entry costs for each agent
entering the market. In our model, we put more focus on the decision process
of each agent, and provide an intuitive reasoning to arrive at the backward in-
duction solution. Dewatripont (1987) showed that the indifference of the last
agent plays a big role in the solution for the sequential model of Presscot and
Visscher. Dewatripont shows that the last agent can use his indifference to ob-
tain a higher payoff by announcing to the previous agents how he will act when
he is indifferent.

Palfrey’s (1984) model consists of N agents, where agent 1 until N−1 simultane-
ously have to choose a position, and agent N will choose a position afterwards.
The solution concept that is used for this is called the limit equilibrium. For
3 agents, they find that agent 1 should position at 1

4 , agent 2 will position at
3
4 , and the assumption is made that agent 3 will then randomly choose a lo-
cation in between 1

4 and 3
4 . Then the expected payoff is the highest for the

first two agents, and the lowest for agent 3. For the general N agent model,
agent 1 until N − 1 should position at ( 1

2N−2 ,
3

2N−2 , ...,
2N−3
2N−2 ) and agent N will

choose all available positions in between 1
2N−2 and 2N−3

2N−2 with equal probabil-
ity. The expected payoff is then the highest for the 2 most extreme agents, and
the lowest for the last agent N . From Teitz (1968), we know that if agent 1
until N − 1 would work together, they would exactly choose the positions in
( 1

2N−2 ,
3

2N−2 , ...,
2N−3
2N−2 ).

Rothschild’s (1976) dynamic model consists of N agents that have to make
a decision where to position on the line. First agent 1 makes a decision, then
agent 2, then agent 3, and so on. To make the analysis easier, it is assumed that
there already is an agent at the extreme positions of the line. Clients can then
be interpreted as being positioned on a circle instead of on a line. Furthermore,
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it is assumed that each agent i assumes that the agents choosing after him will
choose in the worst possible way for agent i whenever these agents are indifferent
between positions on the line. In Rothschild’s solution with N agents, the first
N − 1 agents choose a position in { 1

N ,
2
N , ...,

N−1
N } that has not been taken by

the previous agents. The last agent is then indifferent between all the remaining
positions on the circle. Rothschild mentions that the analysis for N agents on
the line is the same as the analysis for N + 1 agents on the circle. This would
correspond to first N − 1 agents choosing a position in { 1

2N−2 ,
3

2N−2 , ...,
2N−3
2N−2}

that has not been taken by the previous agents. Again similar to Teitz, even
though agents act out of self interest, if agent 1 until N−1 would work together,
they would choose exactly the same positions.

7 Discussion and Conclusion
This paper characterized the point rationalizable choices of the static Hotelling-
Downs model with fixed prices, for any number of agents. We observed that
as the number of agents increased, the set of point rationalizable choices also
increased. Consider for example the classical Hotelling beach. The minimimum
differentiation result only holds when there are 2 agents in the model, but is
not necessarly true when there are more than 2 agents. However, the socially
optimal solution is also not possible if each agent makes a point rationalizable
choice. From a social viewpoint, when there are 3 agents, it would be best if
one agent positions at 1

6 , one agent at 1
2 , and one agents at 5

6 . However, the
choices 1

6 and 5
6 are not point rationalizable. This result is also true for N

agents. The socially optimal solution would be where each agent chooses an un-
taken position in { 1

2N ,
3

2N , ...,
2N−1

2N }. The set of point rationalizable choices is
given by [ 1

2N−2 ,
2N−3
2N−2 ], so the choices 1

2N and 2N−1
2N are not point rationalizable.

Next, this paper found the backward induction solution for the sequential Hotelling
Model with 3 agents. However, the assumption what the last agent will do when
he is indifferent was crucial for arriving at this conclusion. The choices of agent
1 and 2 are exactly the extreme choices of the set of point rationalizable choices
of an agent in the static Hotelling model with 3 agents. If agent 1 and 2 would
work together, they would choose exactly the same positions on the line as they
would if they would act out of self interest.

We also characterized the point rationalizable choices in the Hotelling-Downs
model with limited attraction. The set of point rationalizable choices mainly
depends on the size of the attraction interval and whether the number of agents
in the game is odd or even. For any number of agents, as the size of the attrac-
tion interval increases, choosing positions towards the extremes of the line get
less attractive.

One of the assumptions that has been made throughout this paper is that clients
are uniformly distributed. For some applications, such as voter distributions in
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a country, this might not be a realistic assumption. It would be interesting to
find a characterization of the point rationalizable choices in the static Hotelling
model, but with a more arbitrary distribution of the clients. Similarly, in our
Hotelling model with limited attraction, we assumed that each agent has an at-
traction region given by ω. It would be interesting to see how the results would
generalize if each agent has a different attraction region. For our dynamic model,
it remains an open problem to characterize the backward induction solution for
any number of agents.

Appendix
Lemmas and Definitions Used in Theorem 1
With 2 agents, if k ≤ 1

δ ·
⌈ 1−δ

2
⌉
we are able to use the fact that in each round

Pi(k), the choice kδ is strictly dominated by the choice (k+ 1)δ. With 3 agents
or more however, this is no longer true. The lemma below does give us an im-
portant insight about the point rationalizable choices in relation to the iterative
procedure.

Lemma 1. Suppose there are N ≥ 2 agents, then ∀i ∈ I, Pi(k) has the following
property:

• {kδ, ..., 1− kδ} ⊆ Pi(k) if k ≤ 1
δ ·
⌈ 1−δ

2
⌉

Proof. We will prove by induction. The base case is round k = 1. Without loss
of generality we will prove that {δ, ..., 1−δ} ⊆ P1(1) by proving that these choices
are optimal for agent 1 for a point belief. We will show that the choice c1 ∈
{δ, ...,

⌈ 1−δ
2
⌉
} is optimal for the point belief b1 with b1(c1−δ, ..., c1−δ) = 1. With

this belief, c1 is rightmost and u1(c1, b1) = 2−2c1+δ
2 = 1−c1 + δ

2 ≥ 1− 1
2 + δ

2 >
1
2 .

If agent 1 chooses c ∈ {c1 + δ, ..., 1}, then c is rightmost and u1(c, b1) =
2−c−c1+δ

2 < 2−2c1+δ
2 = u1(c1, b1). If agent 1 chooses c1−δ, then all agents chose

c1− δ and u1(c1− δ, b1) = 1
N < u1(c1, b1). If agent 1 chooses c ∈ {0, ..., c1−2δ},

then c is leftmost and u1(c, b1) = c+c1−δ
2 ≤ 2c1−3δ

2 ≤ 1−3δ
2 < 1

2 < u1(c1, b1).
Hence, the choice c1 ∈ {δ, ...,

⌈ 1−δ
2
⌉
} is optimal for the point belief b1 with

b1(c1 − δ, ...c1 − δ) = 1. By symmetry, the choice c1 ∈ {
⌊ 1+δ

2
⌋
, ..., 1 − δ} is

optimal for the point belief b1 with b1(c1 + δ, ..., c1 + δ) = 1. This proves that
the choices {δ, ..., 1− δ} ⊆ P1(1). Hence, for all i ∈ I, {δ, ..., 1− δ} ⊆ Pi(1).

Now assume that 1 ≤ k < m ·
⌈
m−1
2m
⌉
and assume that ∀i ∈ I, {kδ, ..., 1− kδ} ⊆

Pi(k). Without loss of generality we will prove that {(k+1)δ, ..., 1− (k+1)δ} ⊆
P1(k + 1). The choice c1 ∈ {(k + 1)δ, ...,

⌈ 1−δ
2
⌉
} is optimal for the point be-

lief b1 with b1(c1 − δ, ..., c1 − δ) = 1. With this belief, c1 is rightmost and
u1(c1, b1) = 2−2c1+δ

2 = 1 − c1 + δ
2 ≥ 1 − 1

2 + δ
2 > 1

2 . If agent 1 chooses
c ∈ {c1 + δ, ..., 1}, then c is rightmost and u1(c, b1) = 2−c−c1+δ

2 < 2−2c1+δ
2 =

u1(c1, b1). If agent 1 chooses c1 − δ, then all agents are positioned at c1 − δ
and u1(c1 − δ, b1) = 1

N < u1(c1, b1). If agent 1 chooses c ∈ {0, ..., c1 − 2δ},
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then c is leftmost and u1(c, b1) = c+c1−δ
2 ≤ 2c1−3δ

2 ≤ 1−3δ
2 < 1

2 < u1(c1, b1).
Hence, the choice c1 ∈ {(k+1)δ, ...,

⌈ 1−δ
2
⌉
} is optimal for the point belief b1 with

b1(c1− δ, ..., c1− δ) = 1. By symmetry, the choice c1 ∈ {
⌊ 1+δ

2
⌋
, ..., 1− (k+ 1)δ}

is optimal for the point belief b1 with b1(c1 + δ, ..., c1 + δ) = 1. This proves that
{(k + 1)δ, ..., 1− (k + 1)δ} ⊆ P1(k + 1).

Because there is a finite number of choices for each agent, there exists some
integer k′ such that Pi(k) = Pi(k′) for all k ≥ k′, i ∈ I. The point rationalizable
choices of agent i are exactly those choices in the minimum round k+1 such that
all choices c ∈ Pi(k) are optimal in Pi(k) for a point belief over P−i(k). Now
consider round 1 of the iterative procedure. Lemma 1 implies that the choices
{δ, ..., 1−δ} are optimal for some point belief. The remaining question is whether
the choice 0 is optimal for some point belief, and because of symmetry, the
answer for the choice 1 will be the same. Hence, if 0 is optimal in Pi(0) for a point
belief over P−i(0), then all choices in Pi(0) are point rational. If 0 is not optimal
for any point belief, then 0 and 1 will be eliminated and Pi(1) = {δ, ..., 1 − δ}.
The choices {2δ, ..., 1−2δ} are optimal in Pi(1) for some point belief over P−i(1).
Hence, if Pi(1) = {δ, ..., 1 − δ}, then the point rationalizable choices of agent i
are {δ, ..., 1− δ} if δ is optimal in Pi(1) for a point belief over P−i(1). Lemma 1
implies that we can find the exact set of point rationalizable choices by finding
the minimum choice x such that x is optimal in Pi( 1

δ · x) for a point belief over
P−i( 1

δ · x). The point rationalizable choices for each agent i are then given by
{x, ..., 1− x}.

Definition 3. Consider some sets Ai ⊆ Ci, for all i ∈ I.

The tuple of sets (A1, ..., AN ) is a point best reponse set if ∀i ∈ I, ci ∈ Ai
implies that there exist a point belief bi over the set A−i such that ci is optimal
for bi.

Pearce (1984) and Bernheim (1984) proved that rationalizable choices are
exactly those choices that are part of some point best response set. In the
following lemma, we will do the same for point rationalizable choices.

Lemma 2. For every agent i we have that Pi = {ci ∈ Ci : there exists a point
best response set (A1, ..., AN ) with ci ∈ Ai}

Proof. We will first prove that all point rationalizable choices of agent i are part
of a point best response set. It is sufficient to prove that the set (P1, ...PN ) is a
point best response set. Consider a agent i ∈ I. By definition of the inductive
procedure, ci ∈ Pi implies that there exists a point belief bi over the set P−i
such that ci is optimal in Pi given bi. If we can prove that ci is optimal among
all choices in the original game, then (P1, ...PN ) is a point best response set.
Assume by contradiction that ci is not optimal given bi. Then there is some
c′i ∈ Ci such that ui(c′i, bi) > ui(ci, bi) . Now let c∗i ∈ Ci be an optimal choice
given bi in the original game. Then ui(c∗i , bi) ≥ ui(c′i, bi) > ui(ci, bi). We have
that c∗i is optimal for the belief bi in the original game, where bi is over P−i.
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By definition of the iterative procedure, all choices contained in the choice com-
binations of the opponents c−i ∈ P−i are not eliminated in any round. As c∗i
is optimal for bi in the original game, and bi is over P−i, the choice c∗i is not
eliminated in any round of the iterative procedure and c∗i ∈ Pi. We have now
that ui(c∗i , bi) > ui(ci, bi) and c∗i ∈ Pi, which contradicts the original fact that
ci is optimal in Pi for the point belief bi. Hence, ci is optimal for the point belief
bi in the original game and as a result (P1, ...PN ) is a best response set.

The other direction is to prove that if a choice is part of a point best response
set, it is point rationalizable. For all i, let Bi = {ci ∈ Ci : there exists a point
best response set A1, ..., AN , and ci ∈ Ai}. We will first prove that the set
(B1, ..., BN ) is a point best response set. For agent i ∈ I, a choice ci ∈ Bi
implies that there exists a set (A1, ..., AN ) such that ci is optimal given a point
belief bi over A−i. Because Ai ⊆ Bi ∀i ∈ I, we know that A−i ⊆ B−i. Hence,
(B1, ..., BN ) is a point best response set. We will now show by induction that
Bi ⊆ Pi(k) for all k and i. It is immediate that Bi ⊆ Pi(1) ∀i ∈ I, because
(B1, ..., BN ) is a point best response set. Now assume that Bi ⊆ Pi(k) ∀i ∈ I
and for some k . The choice ci ∈ Bi implies that ci is optimal for a point belief
bi over the set B−i ⊆ P−i(k), which implies that ci ∈ Pi(k + 1). Hence, for all
k and i we have that Bi ⊆ Pi(k). This in turn implies that Bi ⊆ Pi, which
completes the proof.

Proof of Theorem 1 with Two Agents
Proof. We will prove that in each round k ≤ 1

δ ·
⌈ 1−δ

2
⌉
of the iterative pro-

cedure, we have P1(k) = P2(k) = {kδ, ..., 1 − kδ}. If k > 1
δ ·
⌈ 1−δ

2
⌉
, then

P1(k) = P2(k) = {
⌈ 1−δ

2
⌉
, 1−

⌈ 1−δ
2
⌉
}. As a result, the set of point rationalizable

is given by P1(k) = P2(k) = {
⌈ 1−δ

2
⌉
, 1−

⌈ 1−δ
2
⌉
}.

We start by proving the base case P1(1) = P2(1) = {δ, ..., 1 − δ}. Without
loss of generality we take the perspective of agent 1. The choice δ yields a
strictly higher utility than 0 for any point belief over P2(0) = C2. Consider
the point belief b1 with b1(0) = 1. Then u1(0, b1) = 1

2 < 2−δ−0
2 = u1(δ, b1).

Now consider the point belief b1(δ) = 1. Then u1(0, b1) = 0+δ
2 < 1

2 = u1(δ, b1).
Lastly, consider the point belief b1 with b1(c2) = 1, where c2 ∈ {2δ, ..., 1}. Then
u1(0, b1) = 0+c2

2 < δ+c2
2 = u1(δ, b1). Hence, 0 is not optimal for any point belief

and by symmetry, the choice 1 is also not optimal for any point belief.

We will show that the choice c1 ∈ {δ, ...,
⌈ 1−δ

2
⌉
} is optimal for the point be-

lief b1 with b1(c1 − δ) = 1. With this belief, c1 is rightmost and u1(c1, b1) =
2−2c1+δ

2 = 1 − c1 + δ
2 ≥ 1 − 1

2 + δ
2 > 1

2 . If agent 1 chooses c ∈ {c1 + δ, ..., 1},
then c is rightmost and u1(c, b1) = 2−c−c1+δ

2 < 2−2c1+δ
2 = u1(c1, b1). If agent 1

chooses c1−δ, then both agents choose c1−δ and u1(c1−δ, b1) = 1
2 < u1(c1, b1).

If agent 1 chooses c ∈ {0, ..., c1−2δ}, then c is leftmost and u1(c, b1) = c+c1−δ
2 ≤

2c1−3δ
2 ≤ 1−3δ

2 < 1
2 < u1(c1, b1). Hence, the choice c1 ∈ {δ, ...,

⌈ 1−δ
2
⌉
} is op-
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timal for the point belief b1 with b1(c1 − δ) = 1. By symmetry, the choice
c1 ∈ {

⌊ 1+δ
2
⌋
, ..., 1 − δ} is optimal for the point belief b1 with b1(c1 + δ) = 1.

This proves that P1(1) = P2(1) = {δ, ..., 1− δ}.

Now we assume that 1 ≤ k < 1
δ ·
⌈ 1−δ

2
⌉
and P1(k) = P2(k) = {kδ, ..., 1 − kδ}

and prove that P1(k + 1) = P2(k + 1) = {(k + 1)δ, ..., 1 − (k + 1)δ}. The
choice (k + 1)δ yields a strictly higher utility than kδ for any point belief over
P2(k). Consider the point belief b1 with b1(kδ) = 1. Then u1(kδ, b1) = 1

2 and
u1((k+1)δ, b1) = 2−(k+1)δ−kδ

2 ≥ 2− 1
2−

1−2δ
2

2 > 1
2 = u1(kδ, b1). Next, consider the

point belief b1 with b1((k + 1)δ) = 1. Then u1(kδ, b1) = kδ+(k+1)δ
2 ≤

1−2δ
2 + 1

2
2 <

1
2 = u1((k + 1)δ, b1). Lastly, consider the point belief b1 with b1(c2), where
c2 ∈ {(k+2)δ, ..., 1−kδ}. Then u1(kδ, b1) = kδ+c1

2 < (k+1)δ+c2
2 = u1((k+1)δ, b1).

Hence, the choice kδ is not optimal for any point belief and because of symme-
try, the choice 1− kδ is also not optimal for any point belief.

The choice c1 ∈ {(k + 1)δ, ...,
⌈ 1−δ

2
⌉
} is optimal for the point belief b1 with

b1(c1 − δ) = 1. With this belief, c1 is rightmost and u1(c1, b1) = 2−2c1+δ
2 =

1 − c1 + δ
2 ≥ 1 − 1

2 + δ
2 > 1

2 . If agent 1 chooses c ∈ {c1 + δ, ..., 1}, then c is
rightmost and u1(c, b1) = 2−c−c1+δ

2 < 2−2c1+δ
2 = u1(c1, b1). If agent 1 chooses

c1 − δ, then both agents choose c1 − δ and u1(c1 − δ, b1) = 1
2 < u1(c1, b1). If

agent 1 chooses c ∈ {0, ..., c1 − 2δ}, then c is leftmost and u1(c, b1) = c+c1−δ
2 ≤

2c1−3δ
2 ≤ 1−3δ

2 < 1
2 < u1(c1, b1). Hence, the choice c1 ∈ {(k + 1)δ, ...,

⌈ 1−δ
2
⌉
} is

optimal for the point belief b1 with b1(c1 − δ) = 1. By symmetry, the choice
c1 ∈ {

⌊ 1+δ
2
⌋
, ..., 1−(k+1)δ} is optimal for the point belief b1 with b1(c1+δ) = 1.

This proves that P1(k + 1) = P2(k + 1) = {(k + 1)δ, ..., 1− (k + 1)δ}.

Next let k = 1
δ ·
⌈ 1−δ

2
⌉
. Then P1(k) = P2(k) = {kδ, ..., 1−kδ}. If 1

δ is even, then
k = 1

δ ·
1
2 and P1(k) = P2(k) = { 1

2}. Because both agents only have one choice
remaining, it must be that P1(k) = P2(k) = P1(k + 1) = P2(k + 1) = { 1

2}. If
1
δ is odd, then k = 1

δ ·
1−δ

2 and P1(k) = P2(k) = { 1−δ
2 , 1 − 1−δ

2 } = { 1−δ
2 , 1+δ

2 }.
Consider the point belief b1 with b1( 1−δ

2 ) = 1. Then u1( 1−δ
2 , b1) = 1

2 and
u1( 1+δ

2 , b1) =
1−δ

2 + 1+δ
2

2 = 1
2 . Similarly for the point belief b1( 1+δ

2 ) = 1 we have
u1( 1−δ

2 , b1) = 1
2 and u1( 1+δ

2 , b1) = 1
2 . Hence, P1(k) = P2(k) = P1(k + 1) =

P2(k + 1) = { 1−δ
2 , 1+δ

2 }. Because no choices are eliminated for both agents in
round k, we have that P1(k) = P2(k) = {

⌈ 1−δ
2
⌉
, 1−

⌈ 1−δ
2
⌉
} if k ≥ 1

δ ·
⌈ 1−δ

2
⌉
.

Proof of Theorem 1 with Three Agents
Proof. Let x =

⌈ 1−2δ
4
⌉
. We will show that the set ({x, ..., 1 − x}, {x, ..., 1 −

x}, {x, ..., 1 − x}) is a point best response set, and by lemma 1, the choices
{x, ..., 1 − x} are point rationalizable for each agent. Without loss of general-
ity we prove that all choices in {x, ..., 1 − x} are optimal for agent 1 for some
point belief over the set {x, ..., 1 − x} × {x, ..., 1 − x}. We assume that δ ≤ 1

7 .
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This ensures that the proof can be read more intuitively. For example, in the
proof we use the choice c ∈ {x + 2δ, ..., 1 − x − 2δ}. Intuitively, we want that
x + 2δ < 1 − x − 2δ, so the left element in the set is smaller than the right
element. We can ensure this by assuming that δ ≤ 1

7 .

Consider the belief b1 with b1(x + δ, 1 − x − δ) = 1. Then x is leftmost and
u1(x, b1) = x+x+δ

2 = x + δ
2 ≥

1−2δ
4 + δ

2 = 1
4 . The choice c ∈ {0, ..., x − δ} is

leftmost and u1(c, b1) = c+x+δ
2 ≤ x−δ+x+δ

2 = x < u1(x, b1). The choice x+ δ is
leftmost sharing with agent 2 and u1(x + δ, b1) = x+δ+1−x−δ

4 = 1
4 ≤ u1(x, b1).

The choice c ∈ {x + 2δ, ..., 1 − x − 2δ} is middle and u1(c, b1) = 1−x−δ−x−δ
2 =

1
2 − x− δ ≤

1
2 −

1−2δ
4 − δ = 1−2δ

4 < u1(x, b1). The choice 1− x− δ is rightmost
sharing with agent 3 and u1(1 − x − δ, b1) = 2−(1−x−δ)−(x+δ)

4 = 1
4 ≤ u1(x, b1).

The choice c ∈ {1 − x, ..., 1} is rightmost and u1(c, b1) = 2−c−(1−x−δ)
2 ≤

2−(1−x)−(1−x−δ)
2 = 2x+δ

2 = u1(x, b1). Hence, the choice x is optimal for agent 1
for belief b1 with b1(x + δ, 1− x− δ) = 1 and by symmetry the choice 1− x is
also optimal for this belief.

We will show that the choice c1 ∈ {x + δ, ...,
⌈ 1−δ

2
⌉
} is optimal for belief

b1 with b1 = (c1 − δ, c1 − δ) = 1. With this belief, c1 is rightmost and
u1(c1, b1) = 2−2c1+δ

2 = 1 − c1 + δ
2 ≥ 1 − 1

2 + δ
2 > 1

2 . If agent 1 chooses
c ∈ {c1 + δ, ..., 1}, then c is rightmost and u1(c, b1) = 2−c−c1+δ

2 < 2−2c1+δ
2 =

u1(c1, b1). If agent 1 chooses c1− δ, then all agents are positioned at c1− δ and
u1(c1 − δ, b1) = 1

3 < u1(c1, b1). If agent 1 chooses c ∈ {0, ..., c1 − 2δ}, then c is
leftmost and u1(c, b1) = c+c1−δ

2 ≤ 2c1−3δ
2 ≤ 1−3δ

2 < 1
2 < u1(c1, b1). Hence, the

choice c1 ∈ {x+δ, ...,
⌈ 1−δ

2
⌉
} is optimal for belief b1 with b1 = (c1−δ, c1−δ) = 1.

By symmetry, the choice c1 ∈ {
⌊ 1+δ

2
⌋
, ..., 1 − x − δ} is optimal for the belief

(c1 + δ, c1 + δ).

Let y = x − δ =
⌈ 1−6δ

4
⌉
. Then y > 0, because δ ≤ 1

7 . We will prove that
({y, ..., 1− y}, {y, ..., 1− y}, {y, ..., 1− y}) does not have the point best response
property. Consider the choice y of agent 1. We will prove that there does not
exist a point belief over {y, ..., 1− y} × {y, ..., 1− y} such that y is optimal for
agent 1. Consider the belief where agent 2 and 3 both choose y, then agent 1
is better off choosing y + δ rather than y. Now consider a belief where agent
2 chooses y as well. If agent 3 is positioned at y + δ, then agent 1 is better
off locating at y + 2δ. Now assume that agent 3 is positioned at one of the
remaining positions L. Agent 1’s payoff can then be written as y+L

4 . If agent
1 locates between y and L instead, he obtains L−y

2 . For y to be optimal for
agent 1 we need y+L

4 ≥ L−y
2 which implies that L ≤ 3y. If agent 1 chooses L

as well he obtains 2−L−y
4 . For y to be optimal we need y+L

4 ≥ 2−L−y
4 , which

implies that L ≥ 1− y. This leads to y ≥ 1
4 , but we know y =

⌈ 1−6δ
4
⌉
< 1

4 . As
a result, there is no point belief that contains y such that y is optimal for agent 1.
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From now on, we will assume that agent 1’s belief does not contain the po-
sition y. If the belief does not contain at least one choice positioned at y + δ,
then agent 1 is better off locating to this choice. So without loss of gener-
ality, we assume that agent 1 believes that agent 2 is positioned at y + δ.
A belief where agent 3 also chooses y + δ does not work, because locating
to y + 2δ is then optimal for agent 1. Hence, agent 1 should believe that
agent 3 is positioned to the right of y + δ. Agent 1’s payoff for choosing
y is then always y+y+δ

2 = y + δ
2 . Agent 3’s choice cannot be too close to

agent 1. If agent 1 believes that agent 3 is positioned to any position to the
left of 1 − y − δ, agent 1 is better off locating to 1 − y − δ and obtaining
at least 2−(1−y−δ)−(1−y−2δ)

2 = 2y+3δ
2 = y + 3

2δ. Consider the belief b1 with
b1(y+δ, 1−y−δ) = 1. Then u1(y, b1) = y+ δ

2 =
⌈ 1−6δ

4
⌉

+ 1
2δ ≤

1−3δ
4 + 1

2δ = 1−δ
4

and u1(y + δ, b1) = y+δ+1−y−δ
4 = 1

4 . Lastly, consider the belief b1 where
b1(y+δ, 1−y) = 1. Then u1(y, b1) ≤ 1−δ

4 and any choice c ∈ {y+2δ, ..., 1−y−δ}
yields u1(c, b1) = 1−y−y−δ

2 = 1
2 − y −

δ
2 = 1

2 −
⌈ 1−6δ

4
⌉
− 1

2δ =
⌈ 1+4δ

4
⌉
. Hence,

there does not exist a point belief over {y, ..., 1 − y} × {y, ..., 1 − y} such that
y is optimal for agent 1. By symmetry, a similar result holds for the choice
1− y.

Proof of Theorem 1 with Four or more Agents

Proof. Let x =
⌈

1−(N−2)δ
2N−2

⌉
. We prove that the set ({x, ..., 1− x}, ..., {x, ..., 1−

x}) is a point best response set. Hence, by lemma 1 we would know that the
choices {x, ..., 1 − x} are point rationalizable for each agent. Without loss of
generality we prove that all choices in {x, ..., 1− x} are optimal for agent 1 for
some point belief over the set {x, ..., 1 − x} × ... × {x, ..., 1 − x}. Consider the
belief b1 with b1(c2, ..., cN ) = 1 where c2 = x + δ, cN = 1 − x − δ and for
j ∈ {3, ..., N − 1}, cj = (2j − 3)x + (j − 2)δ. With this belief, x is leftmost
and u1(x, b1) = x+x+δ

2 = x + 1
2δ ≥

1+(2−N)δ
(2N−2) + 1

2δ = 4+4δ
4(2N−2) . The choice

c ∈ {0, ..., x − δ} is leftmost with payoff u1(c, b1) = c+x+δ
2 ≤ x−δ+x+δ

2 = 2x
2 <

x+ 1
2δ = u1(x, b1). The choice c2 = x+ δ is leftmost sharing with agent 2. The

payoff is u1(c2, b1) = x+δ+3x+δ
4 = 4x+2δ

4 = x+ 1
2δ = u1(x, b1).

For all agents j ∈ {3, ..., N −1}, the distance between cj and cj−1 is cj− cj−1 ≤
(2j − 3)x + (j − 2)δ − (2j − 5)x − (j − 3)δ ≤ 2x + δ. An inequality sign is
used because the distance between c3 and c2 is c3 − c2 = 3x + δ − x − δ = 2x.
The distance between the remaining agents is 2x + δ. Consider the choices in
c ∈ {c2 + δ, ..., cN−1 − δ}. This set includes all choices in between c2 and cN−1,
except the choice(s) ck, where k ∈ {3, ..., N − 2}. This case has been dealt
with seperately. The reason for this is that if agent 1 chooses c, he will be the
only agent at this position, whereas if agent 1 would choose ck he will have to
share his position with another agent. The choice c is middle and in between cj
and cj−1, where j ∈ {3, ..., N − 1}. The payoff is u1(c, b1) = cj−cj−1

2 ≤ 2x+δ
2 =

x+ 1
2δ = u1(x, b1). Now consider a choice positioned at ck = (2k−3)x+(k−2)δ,
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where k ∈ {3, ..., N−2}. Then ck is middle sharing with agent k and u1(ck, b1) =
ck+1−ck−1

4 ≤ (2k−1)x+(k−1)δ−(2k−5)x−(k−3)δ
4 = 4x+2δ

4 = x+ 1
2δ = u1(x, b1).

Consider the choice cN−1 = (2N − 5)x+ (N − 3)δ. This choice is middle shar-
ing with agent N − 1 and u1(cN−1, b1) = cN−cN−2

4 = 1−x−δ−(2N−7)x−(N−4)δ
4 =

1−(2N−6)x−(N−3)δ
4 ≤ 1+(6−2N)( 1+(2−N)δ

2N−2 )+(3−N)δ
4 . This can be rewritten to 4−(2N−6)δ

4(2N−2) <
4+4δ

4(2N−2) ≤ u1(x, b1)

Consider a choice c ∈ {cN−1+δ, ..., cN−δ}. This choice is middle and u1(c, b1) =
cN−cN−1

2 = 1−x−δ−(2N−5)x−(N−3)δ
2 = 1+(4−2N)x+(2−N)δ

2 =≤
1+(4−2N)( 1−(N−2)δ

(2N−2) )+(2−N)δ
2 .

This can be rewritten to 4−(4N−8)δ
4 < 4+4δ

4(2N−2) ≤ u1(x, b1)

Consider the choice cN = 1−x−δ. This choice is rightmost sharing with agentN
and u1(cN , b1) = 2−(1−x−δ)−cN−1

4 = 1+x+δ−(2N−5)x−(N−3)δ
4 = 1+(6−2N)x+(4−N)δ

4 ≤
1+(6−2N)( 1−(N−2)δ

(2N−2) )+(4−N)δ
4 . This can be rewritten to 4+4δ

4(2N−2) ≤ u1(x, b1)

Lastly, consider the choice c ∈ {cN+δ, ..., 1}. Then c is rightmost and u1(c, b1) =
2−c−cN

2 ≤ 2−(cN+δ)−cN
2 = 2−2cN−δ

2 = 2−2(1−x−δ)−δ
2 = 2x+δ

2 = u1(x, b1).

Hence, the choice x is optimal for agent 1 for belief b1 with b1(c2, ..., cN ) = 1.
Now consider the belief b1 with b1(c2, ..., cN ) = 1 where c2 = 1− x− δ, cN = x
and for j ∈ {3, ..., N−1}, cj = 1− (2j−3)x− (j−2)δ. By symmetry, the choice
1− x is optimal for this belief.

The choice c1 ∈ {x + δ, ...,
⌈ 1−δ

2
⌉
} is optimal for the belief b1 where b1(c1 −

δ, ..., c1 − δ) = 1. With this belief, c1 is rightmost and u1(c1, b1) = 2−2c1+δ
2 =

1−c1 + 1
2δ ≥ 1− 1

2 + 1
2δ >

1
2 . If agent 1 chooses c ∈ {c1 +δ, ..., 1}, then c is right-

most and u1(c, b1) = 2−c−c1+δ
2 < 2−2c1+δ

2 = u1(c1, b1). If agent 1 chooses c1−δ,
then all agents are positioned at c1 − δ and u1(c1 − δ, b1) = 1

N < u1(c1, b1). If
agent 1 chooses c ∈ {0, ..., c1−2δ}, then c is leftmost and u1 = (c, b1) = c+c1−δ

2 ≤
2c1−3δ

2 ≤ 1−3δ
2 < 1

2 < u1(c1, b1). Hence, the choice c1 ∈ {x + δ, ...,
⌈ 1−δ

2
⌉
} is

optimal for belief b1 with b1 = (c1 − δ, ..., c1 − δ) = 1. By symmetry, the choice
c1 ∈ {

⌊ 1+δ
2
⌋
, ..., 1−x−δ} is optimal for the belief b1 with b1(c1+δ, ..., c1+δ) = 1.

As a result, we have that ({x, ..., 1−x}, ..., {x, ..., 1−x}) is a point best response
set.

Let y = x − δ =
⌈

1−(N−2)δ
(2N−2)

⌉
− (2N−2)δ

(2N−2) =
⌈

1−(3N−4)δ
(2N−2)

⌉
. The condition δ <

1
3(N−3)+6 is needed to ensure that y > 0. If y = 0, then the proof is no longer
valid. Point beliefs about the choices of the opponents we will label such as
c2 = y+ δ and c3 = 3y+ δ would then be the same choice, which is not what is
meant in the proof.
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We will prove that ({y, ..., 1− y}, ..., {y, ..., 1− y}) is not a point best response
set by showing that y is not optimal for agent 1 for any point belief over
{y, ..., 1− y} × ...× {y, ..., 1− y}. For the point belief b1 where b1(y, ..., y) = 1,
agent 1 is better off locating to y+δ. Hence, for the remainder of the proof agent
1 assumes that at least one agent is not positioned at y. We will denote the be-
lief of agent 1 about an individual opponent’s choice as cj , where j ∈ {2, ..., N}.
Because of symmetry, we can assume that c2 ≤ c3 ≤ ... ≤ cN . Let L denote
the closest agent to agent 1. Because y is a leftmost choice for any point belief,
the payoff of agent 1 can be denoted as y+L

2D1(y,c−1) . Hence, for higher values of
y the payoff for agent 1 increases, which makes deviating to a different choice
less attractive. If the distance between some other agents is too large, agent 1
can deviate between these agents to obtain a higher payoff. Similarly, if all the
agents are positioned too closely to each other, there will exist a "gap" on the
line where agent 1 can deviate to. Between each agent there will be a maximum
distance such that agent 1 does not want to deviate from his original choice y.
We will show that even if we maximize the space between all agents given the
constraints that we have, there is still too much space at the end of the line,
which results in a higher payoff for agent 1 if he deviates to a certain position at
the end of the line. We will also show that the main reason for this is because
y is not large enough.

Assume that agent 1 believes that there is exactly one other agent positioned
at y as well. This implies that c2 = y. The payoff of agent 1 then depends on
the position of the closest agent to y, which is c3. The payoff of agent 1 is thus
equal to y+c3

4 . If agent 1 would locate in between y and c3, his payoff is equal
to c3−y

2 . Hence, y+c3
4 ≥ c3−y

2 which implies c3 ≤ 3y. To maximize the distance
between agent 1 and agent 3, agent 1 believes that agent 3 is positioned at 3y.
agent 1’s payoff is then equal to y+3y

4 = y. Now let L be the closest agent to the
right of 3y. agent 1’s payoff for choosing 3y is equal to L−y

2D1(3y,c−1) . Note that
D1(3y, c−1) = 2 when only agent 1 and 3 are positioned on 3y. If additional
agents are also positioned on 3y, then D1(3y, c−1) > 2. Hence, y ≥ L−y

2D1(3y,c−1)
which implies L ≤ (2D1(3y, c−1) + 1)y. If D1(3y, c−1) = 2, this simplifies to
L ≤ 5y. If additional agents are positioned on 3y, then the right term of the
constraint will increase as well. For example, if agent 1 and 3 and 4 are posi-
tioned on 3y, the constraint simplifies to L ≤ 7y. However, even if additional
agents are positioned on 3y, when agent 1 chooses a position in between 3y and
L, it leads to y ≥ L−3y

2 which implies that L ≤ 5y. Hence, if additional agents
are positioned on 3y, it leads to the same maximum choice where L can be posi-
tioned. Furthermore, additional agents on 3y implies that there are less agents
in total to use to maximize the distance between the agents. Hence, c4 = 5y.

This pattern continues and we find that for j ∈ {3, ....., N − 1}, cj = (2j − 3)y.
agent 3 until agent N − 1 are spread out in a manner such that the distance is
maximized between the agents and agent 1 has no incentive to deviate to any
choice in {y+ δ, ..., cN−1 − δ}. If agent 1 would locate at cN , his payoff is equal
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Figure 9: Feasible region when agent 2 is also positioned at y

to 2−cN−cN−1
4 = 2−cN−(2N−5)y

4 . Hence, y ≥ 2−cN−(2N−5)y
4 which implies that

cN ≥ 2− (2N − 1)y. Note that at least one agent should locate at 1− y − δ or
1−y, because otherwise agent 1 can deviate to 1−y−δ and obtain a higher pay-
off of at least 2−(1−y−δ)−(1−y−2δ)

2 = y+ 3
2m > y. Hence, we have cN ≥ 1− y− δ

and cN ≥ 2 − (2N − 1)y. We are interested in the minimum value of y such
that both constraints are satisfied. The first constraint has a smaller slope and a
smaller intercept than the second constraint. Figure 9 plots the two constraints.
The arrows represent the direction in which each constraint is satisfied. From
the figure it is clear that the minimum value of y for which both constraints are
satisfied is exactly when the lines intersect. The lines intersect when y = 1+δ

2N−2 .
This might not be a position on the line, so the minimum permitted value is
given by y =

⌈
1+δ

2N−2

⌉
. However, we have that y =

⌈
1−(3N−4)δ

2N−2

⌉
<
⌈

1+δ
2N−2

⌉
.

Hence, a point belief where one other agent is also positioned at y does not
lead to y being optimal for agent 1. A point belief where additional agents are
positioned at y does not lead to y being optimal for agent 1. The payoff of
agent 1 is then y+L

2D1(y,c−1) <
y+L

4 , which means that deviating from y is more
attractive and leads to the condition that agents need to be positioned even
closer to each other. Furthermore, there is at least one less agent to the right
of y, which cannot be used for maximizing the space between the agents. As
a result, a point belief of agent 1 that contains the choice y does not lead to y
being optimal for agent 1.
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From now on, we assume that the point belief of agent 1 does not contain
y. If none of the agents locate at y + δ, agent 1 is better off locating to y + δ,
so without loss of generality agent 1 believes that c2 = y + δ. Because the
remaining agents are positioned at a choice to the right of c2 or exactly on c2,
the payoff of agent 1 is equal to y+c2

2 = y+y+δ
2 = y + 1

2δ.

If agent 1 would choose to locate at c2 instead, the payoff it will receive de-
pends on how many agents are positioned at c2 and the position of the closest
agent to the right of c2. We will call this position L. Deviating to c2 leads
to a payoff of y+δ+L

2D1(c2,c−1) for agent 1. We have that D1(c2, c−1) = 2 when
only agent 1 and 2 are positioned on c2. If additional agents are also posi-
tioned on c2, then D1(c2, c−1) > 2. Hence, y + 1

2δ ≥
y+δ+L

2D1(c2,c−1) which im-
plies L ≤ 2D1(c2, c−1)(y + 1

2δ) − y − δ. If D1(c2, c−1) = 2, this simplifies to
L ≤ 3y + δ. If D1(c2, c−1) > 2, then the right term of the constraint will
increase with 2y + δ for each additional agent. If agent 1 would deviate to
c ∈ {y + 2δ, ..., L− δ} it leads to a payoff of L−c2

2 = L−y−δ
2 for agent 1. Hence,

y + 1
2δ ≥

L−y−δ
2 which implies L ≤ 3y + 2δ. We thus have the two constraints

L ≤ 2D1(c2, c−1)(y+ 1
2δ)−y−δ and L ≤ 3y+2δ. Which constraint is the stricter

one depends on the value of D1(c2, c−1). If D1(c2, c−1) = 2, then only agent 1
and 2 are positioned at c2 and the first constraint simplifies to L ≤ 3y+ δ. This
is a stricter constraint than the other constraint of L ≤ 3y + 2δ. To maximize
the distance between the agents, we have c3 = 3y + δ.

For now, assume that D1(c2, c−1) = 2. The agent closest to the right of
c3 = 3y + δ is now labeled L. The payoff of agent 1 for locating to c3 is then
equal to L−c2

2D1(c3,c−1) = L−y−δ
2D1(c3,c−1) . Hence, y + 1

2δ ≥
L−y−δ

2D1(c3,c−1) which implies
L ≤ 2D1(c3, c−1)(y+ 1

2δ)+y+δ. If D1(c3, c−1) = 2, then only agent 1 and 3 are
positioned at c3 and the constraint simplifies to L ≤ 5y+3δ. If D1(c3, c−1) > 2,
then the right term of the constraint will increase with 2y+δ for each additional
agent. The payoff for agent 1 of locating to c ∈ {c3 + δ, ..., L − δ} is L−3y−δ

2 .
Hence, y + 1

2δ ≥
L−3y−δ

2 which implies L ≤ 5y + 2δ. Regardless of how many
agents are positioned at 3y+δ, the strictest constraint will always be L ≤ 5y+2δ
and as a result c4 = 5y + 2δ.

If D1(c2, c−1) > 2, then there is at least one additional agent positioned at
c2, which implies c3 = y + δ = c2. This also means that the position L is no
longer about agent 3. The right term of the first constraint L ≤ 2D1(c2, c−1)(y+
1
2δ) − y − δ will be at least 5y + 2δ, because D1(c2, c−1) > 2. Now the second
constraint L ≤ 3y + 2δ is the strictest. Note that if there is more than one
additional agent, the strictest constraint is still L ≤ 3y+ 2δ. Hence, we assume
that L is the position of agent 4. To maximize the distance between the agents,
we have that c4 = 3y + 2δ.

The assumption that D1(c2, c−1) = 2 results in c3 = 3y + δ and c4 = 5y + 2δ,
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Figure 10: Feasible region when no other agent chooses y

while D1(c2, c−1) > 2 results in c2 = c3 = y + δ and c4 = 3y + 2δ. Because
D1(c2, c−1) = 2 is better at maximizing the space between the agents, we will
further explore this assumption.

From agent 3 on wards a pattern emerges. The maximum distance between each
agent will be equal to 2y + δ. for example, c4 − c3 = 5y + 2δ − 3y − δ = 2y + δ.
This pattern continues until the second to last agent N − 1. We can construct
this as the point belief b1 with b1(c2, ..., cN ) = 1 where c2 = y + δ and for
j ∈ {3, ..., N − 1}, cj = (2j − 3)y+ (j − 2)δ. If agent 1 would locate at some cj ,
then his payoff is equal to cj+1−cj−1

4 = (2j−1)y+(j−1)δ−(2j−5)y−(j−3)δ
4 = 4y+2δ

4 =
y + 1

2δ = u1(y, b1). Similarly, if agent 1 would locate in between some cj and
cj+1, his payoff is equal to cj−cj+1

2 = (2j−3)y+(j−2)δ−(2j−1)y−(j−1)δ
2 = 2y+δ

2 =
y + 1

2δ = u1(y, b1). Hence, this way the space between the agents is maximized
and we can now check if there is too much space at the end of the line.

If agent 1 would locate at cN , his payoff is equal to 2−cN−cN−1
4 = 2−cN−(2N−5)y−(N−3)δ

4 .
Hence, y+ 1

2δ ≥
2−cN−(2N−5)y−(N−3)δ

4 which implies that cN ≥ 2− (2N −1)y−
(N − 1)δ. If agent 1 believes that agent N is positioned to any position to the
left of 1− y− δ, agent 1 is better of locating to 1− y− δ and obtaining at least
2−(1−y−δ)−(1−y−2δ)

2 = 2y+3δ
2 = y + 3

2δ, which is greater than y + 1
2δ. Hence, we

have that cN ≥ 1−y−δ and cN ≥ 2−(2N−1)y−(N−1)δ. We are interested in
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the minimum value of y such that both these constraints are satisfied. The first
constraint has a smaller slope and a smaller intercept than the second constraint.
Figure 10 plots the two constraints. The difference between figure 9 and figure
10 is the intercept of the second constraint. The arrows represent the direction
in which each constraint is satisfied. From the figure it is clear that the mini-
mum value of y for which both constraints are satisfied is exactly when the lines
intersect. The lines intersect when y = 1−(N−2)δ

2N−2 . This might not be a position
on the line, so the minimum permitted value is given by y =

⌈
1−(N−2)δ

2N−2

⌉
= x.

However, we have y = x− δ so this is not possible. Hence, a point belief where
no agent is positioned at y also does not lead to y being optimal for agent 1.
To conclude, there is no point belief over {y, ..., 1− y} × ...× {y, ..., 1− y} such
that y is optimal. By symmetry, a similar result holds for the choice 1− y.

Proof of Theorem 2
Proof. We will prove Theorem 2 by verifying Figures 3, 4 and 5. Let c1 ≤ c2. If
we take the perspective of the last agent, the he will either choose c3 = c1 − δ,
c3 ∈ [c1 + δ, c2 − δ], or c3 = c2 + δ. Agent 3’s choice c3 = c1 − δ is optimal if
c1 − δ

2 ≥
c2−c1

2 and c1 − δ
2 ≥ 1− c2 − δ

2 . This can be rewritten to c1 ≥ 1
3c2 + δ

3
and c1 ≥ 1− c2. Hence, the region in Figure 3 that corresponds to c3 = c1 − δ
being optimal for agent 3 corresponds to the region where c1 ≤ c2, c1 ≥ 1

3c2 + δ
3 ,

and c1 ≥ 1 − c2. If agent 3 chooses c3 = c1 − δ, then agent 2 is a rightmost
firm with a corresponding utility of 2−c2−c1

2 = 1 − 1
2c2 − 1

2c1. We applied this
procedure at every region to end up with Figure 3.

Next, we take the perspective of agent 2 and let c1 = [0, 1
2 ]. If c1 < 1+δ

4 ,
then no matter what agent 2 chooses, agent 3 will never position to the left of
agent 1. Positioning to the left of agent 1 is also not optimal for agent 2, as this
yields agent 2 a utility of c2+c1

2 ≤ c1−δ+c1
2 = c1 − δ

2 <
1−δ

4 . If agent 2 positions
to the right of agent 1, his utility is increasing in c2 in the first region, and
decreasing in the last region. Hence agent 2’s optimal choice is positioned near
c2 = 2

3 + 1
3c1− δ

3 . Positioning exactly at c2 = 2
3 + 1

3c1− δ
3 yields agent 2 a utility

of 1 − 3
4c2 − 1

4c1 = 1 − 3
4 ( 2

3 + 1
3c1 − δ

3 ) − 1
4c1 = 1

2 −
1
2c1 + δ

4 >
3+δ

8 . If agent 2
positions just before c2 = 2

3 + 1
3c1− δ

3 , then u2 = c2+δ−c1
2 < 1

3 −
1
3c1 + δ

3 <
3+δ

8 .
Hence, if c1 <

1+δ
4 , then c2 = 2

3 + 1
3c1 − δ

3 and agent 3 is indifferent between
any position in between agent 1 and 2. Agent 1’s utility can then be calculated
as u1 = c1+c3

2 , and by the principle of insufficient reason this is equivalent to
3
4c1 + 1

4c2 = 1
6 + 5

6c1 − δ
12 <

3+δ
8 .

Next, let c1 = 1+δ
4 and consider agent 2. If c2 = c∗2 = 3−δ

4 , then agent 3 is
indifferent between choosing c3 = c1 − δ, any position c3 ∈ [c1 + δ, c2 − δ], and
c3 = c2 + δ. By the principle of insufficient reason, for agent 1 and 2, this can
be interpreted as agent 3 choosing c3 = c1+c2

2 = 1
2 and u2 = 2− 3−δ

4 −
1
2

2 = 3+δ
8 .

If agent 2 would choose c2 ∈ ( 3−δ
4 , 1], then it is optimal for agent 3 to choose
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a middle position and by the principle of insufficient reason, c3 = c1+c2
2 > 1

2 .
Then u2 = 2−c2−c3

2 < 3+δ
8 as c2 >

3−δ
4 and c3 >

1
2 . If c2 ∈ [c1 + δ, 3−δ

4 ), then it
is optimal for agent 3 to choose c3 = c2 + δ and u2 = c2+δ−c1

2 <
3−δ

4 +δ− 1+δ
4

2 =
1+δ

4 < 3+δ
8 . Lastly, if c2 ∈ [0, c1 − δ], then agent 3 chooses c3 = c∗1 + δ and

u2 ≤ c1 − δ
2 = 1−δ

4 . Hence, if c1 = 1+δ
4 , the optimal choice for agent 2 is

c2 = 3−δ
4 = 1− c1 and u1 = u2 = 3+δ

8 .

Next, let 1+δ
4 ≤ c1 ≤ 1−δ

2 . If agent 2 chooses c2 = [0, c1 − δ], then agent 3
will position to the right of agent 1 and agent 2’s utility is c2+c1

2 ≤ c1−δ+c1
2 =

c1− δ
2 <

1
2 −

δ
2 . If agent 2 chooses a position in [c1 + δ, 1− c1), then his utility is

c2+δ−c1
2 < 1−c1+δ−c1

2 = 1
2−c1+ δ

2 . If agent 2 chooses c2 ∈ (1−c1,min(3c1−δ, 1)],
then agent 2 can ensure a utility of 1−ε

2 by choosing the position 1 − c1 + ε.
Agent 3 will then position to the left of agent 1, leaving agent 2 with ap-
proximately half of the clients. If agent 2 would choose c2 = 1 − c1, then
agent 3 is indifferent between positioning to the left of agent 1 and the right
of agent 2, which would lead to a lower expected utility of agent 2. Lastly, if
c1 ≤ 1+δ

3 , then choosing c2 ∈ (3c1 − δ, 1] leads to agent 3 choosing a middle
position, and u2 = 1 − 3

4c2 − 1
4c1 < 1 − 2.5c1 + 3δ

4 < 1−ε
2 . Hence, if agent 1

chooses 1+δ
4 ≤ c1 <

1
2 , then agent 2 chooses c2 = 1 − c1 + ε, c3 = c1 − δ and

u1 = c2−c3
2 = 1−c1+ε−c1+δ

2 = 1
2 − c1 + δ

2 + ε
2 <

3+δ
8 .

If agent 1 chooses 1−δ
2 < c1 <

1
2 , then agent 2 can position just to the right

of agent 1, which leads agent 3 to positioning just to the left of agent 1. Then
u1 = c2−c3

2 = c1+δ−c1+δ
2 = δ < 3+δ

8 .

If agent 1 chooses c1 = 1
2 . Then agent 2 can choose either c2 = c1 + δ or

c2 = c1 − δ and c3 = 1− c2. Then u1 = δ < 3+δ
8 .

These results lead to figure 4 and 5. If c1 ∈ [ 1
2 , 1], we find very similar re-

sults.

Lemmas used for Theorem 3
Lemma 3. Consider agent i and two choices ci and c′i, where ci < c′i and
c′i − ci < ω. Then choosing ci yields a higher utility to agent i than choosing c′i
if and only if ∫ c′i−ω2

ci−ω2
ax,i dx >

∫ c′i+ω
2

ci+ω
2

ax,i dx

Similarly, choosing ci yields a lower utility than c′i if and only if∫ c′i−ω2

ci−ω2
ax,i dx <

∫ c′i+ω
2

ci+ω
2

ax,i dx
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Proof. Choosing ci yields a higher utility to agent i then choosing c′i if and only
if ∫ ci+ω

2

ci−ω2
ax,i dx >

∫ c′i+ω
2

c′
i
−ω2

ax,i dx ,

which means that∫ c′i−ω2

ci−ω2
ax,i dx+

∫ ci+ω
2

c′
i
−ω2

ax,i dx >

∫ ci+ω
2

c′
i
−ω2

ax,i dx

∫ c′i+ω
2

ci+ω
2

ax,i dx ,

which is equivalent to ∫ c′i−ω2

ci−ω2
ax,i dx >

∫ c′i+ω
2

ci+ω
2

ax,i dx

Observation 1. Consider an agent i and 0 < ω < 1. If x, x′ ∈ [0, ω2 ] and
x < x′, then |Ix| ≤ |Ix′ |. Similarly, if x, x′ ∈ [1 − ω

2 , 1] and and x < x′, then
|Ix| ≥ |Ix′ |.

Proof. Let x, x′ ∈ [0, ω2 ] and x < x′. A client at x will be attracted by agents
in between 0 and x + ω

2 . A client at x′ will be attracted by agents in between
0 and x′ + ω

2 . Hence |Ix| ≤ |Ix′ |. Similarly, if x, x′ ∈ [1− ω
2 , 1] and x < x′ then

|Ix| ≥ |Ix′ |.

Observation 2. Consider agent i and let each opponent agent j 6= i choose
cj ∈ [ω2 , 1−

ω
2 ] and 0 < ω ≤ 1. If x, x′ ∈ [0, ω] and and x < x′, then |Ix| ≤ |Ix′ |.

Similarly, if x, x′ ∈ [1− ω, 1] and and x < x′, then |Ix| ≥ |Ix′ |.

Proof. Let x, x′ ∈ [0, ω] and x < x′. A client at x will be attracted by agents in
between ω

2 and x+ ω
2 . A client at x′ will be attracted by agents in between ω

2
and x′ + ω

2 . Hence |Ix| ≤ |Ix′ |. Similarly, if x, x′ ∈ [1 − ω, 1] and x < x′ then
|Ix| ≥ |Ix′ |.

Lemma 4. Consider agent i and let 0 < ω < 1. Let a, b, c ∈ [0, ω2 ] and
a < b < c. Then

1
b− a

·
∫ b

a

ax,i dx ≥
1

c− b
·
∫ c

b

ax,i dx

Similarly, if we let a, b, c ∈ [1− ω
2 , 1] and a < b < c, then

1
b− a

·
∫ b

a

ax,i dx ≤
1

c− b
·
∫ c

b

ax,i dx

Proof. We will prove the case when a, b, c ∈ [0, ω2 ] and a < b < c. By Observa-
tion 1, we know that |Ix| ≤ |Ix′ | ∀x ∈ [a, b] and x′ ∈ [b, c]. If |Ix| = |Ix′ | ∀x, x′ ∈
[a, c], then there are exactly l ∈ {1, ..., N−1} opponent agents that attract clients
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in [a, c]. This implies that
∫ b
a
ax,i dx = (b − a) 1

l+1 and
∫ c
b
ax,i dx = (c − b) 1

l+1

and hence 1
b−a ·

∫ b
a
ax,i dx = 1

b−a · (b−a) 1
l+1 = 1

c−b · (c− b)
1
j+1 = 1

c−b ·
∫ c
b
ax,i dx.

Suppose that |Ix| < |Ix′ | for some x ∈ [a, b] and x′ ∈ [b, c], Then |Ia| < |Ic|. Let
|Ia| = N1. Then there exists a point β ∈ (a, c) such that |Ix| = N1 ∀x ∈ [a, β]
and |Ix| > N1 ∀x ∈ (β, c]. We will now consider 2 cases.

Case 1: Let β ∈ (a, b). Then |Ib| = N2 > N1 = |Ia|, and |Ix| ≤ N2 ∀x ∈ (β, b]
and |Ix| ≥ N2 ∀[b, c]. Then 1

b−a ·
∫ b
a
ax,i dx ≥ 1

b−a ·((β−a)· 1
N1+1 +(b−β)· 1

N2+1 ) >
1
b−a · ((β − a) · 1

N2+1 + (b − β) · 1
N2+1 ) = 1

N2+1 , whereas 1
c−b ·

∫ c
b
ax,i dx ≤

1
c−b ((c− b)

1
N2+1 ) = 1

N2+1 .

Case 2: Let β ∈ [b, c). Then |Ib| = |Ia| = N1, |Ix| = N1 ∀x ∈ [b, β] and
|Ix| > N1 ∀x ∈ (β, c]. Then 1

b−a ·
∫ b
a
ax,i dx = 1

b−a · ((b − a) · 1
N1+1 ) = 1

N1+1 ,
wheras 1

c−b ·
∫ c
b
ax,i dx <

1
c−b ((β − b) ·

1
N1+1 + (c− β) · 1

N1+1 ) = 1
N1+1 .

Finally, we can conclude that if |Ix| < |Ix′ | for some x ∈ [a, b] and x′ ∈ [b, c],
then 1

b−a ·
∫ b
a
ax,i dx >

1
c−b ·

∫ c
b
ax,i dx.

Lemma 5. Consider agent i and let each opponent agent j 6= i choose cj ∈
[ω2 , 1−

ω
2 ] and 0 < ω ≤ 1. Let a, b, c ∈ [0, ω] and a < b < c. Then

1
b− a

·
∫ b

a

ax,i dx ≥
1

c− b
·
∫ c

b

ax,i dx

Similarly, if we let a, b, c ∈ [1− ω, 1] and a < b < c, then

1
b− a

·
∫ b

a

ax,i dx ≤
1

c− b
·
∫ c

b

ax,i dx

Proof. We will prove the case when a, b, c ∈ [0, ω] and a < b < c. By Observation
2, we know that |Ix| ≤ |Ix′ | ∀x ∈ [a, b] and x′ ∈ [b, c]. If |Ix| = |Ix′ | ∀x, x′ ∈ [a, c],
then there are exactly l ∈ {1, ..., N − 1} opponent agents that attract clients in
[a, c]. This implies that

∫ b
a
ax,i dx = (b− a) 1

l+1 and
∫ c
b
ax,i dx = (c− b) 1

l+1 and
hence 1

b−a ·
∫ b
a
ax,i dx = 1

b−a · (b− a) 1
l+1 = 1

c−b · (c− b)
1
j+1 = 1

c−b ·
∫ c
b
ax,i dx.

Suppose that |Ix| < |Ix′ | for some x ∈ [a, b] and x′ ∈ [b, c], Then |Ia| < |Ic|. Let
|Ia| = N1. Then there exists a point β ∈ (a, c) such that |Ix| = N1 ∀x ∈ [a, β]
and |Ix| > N1 ∀x ∈ (β, c]. We will now consider 2 cases.

Case 1: Let β ∈ (a, b). Then |Ib| = N2 > N1 = |Ia|, and |Ix| ≤ N2 ∀x ∈ (β, b]
and |Ix| ≥ N2 ∀[b, c]. Then 1

b−a ·
∫ b
a
ax,i dx ≥ 1

b−a ·((β−a)· 1
N1+1 +(b−β)· 1

N2+1 ) >
1
b−a · ((β − a) · 1

N2+1 + (b − β) · 1
N2+1 ) = 1

N2+1 , whereas 1
c−b ·

∫ c
b
ax,i dx ≤

1
c−b ((c− b)

1
N2+1 ) = 1

N2+1 .

34



Case 2: Let β ∈ [b, c). Then |Ib| = |Ia| = N1, |Ix| = N1 ∀x ∈ [b, β] and
|Ix| > N1 ∀x ∈ (β, c]. Then 1

b−a ·
∫ b
a
ax,i dx = 1

b−a · ((b − a) · 1
N1+1 ) = 1

N1+1 ,
wheras 1

c−b ·
∫ c
b
ax,i dx <

1
c−b ((β − b) ·

1
N1+1 + (c− β) · 1

N1+1 ) = 1
N1+1 .

Finally, we can conclude that if |Ix| < |Ix′ | for some x ∈ [a, b] and x′ ∈ [b, c],
then 1

b−a ·
∫ b
a
ax,i dx >

1
c−b ·

∫ c
b
ax,i dx.

Proof of Theorem 3 for an Odd Number of Agents
Proof. Consider an agent i ∈ I. We start by showing that ci ∈ [0, ω2 ) is irra-
tional. Choosing ω

2 yields agent i
∫ ω

0 ax,if(x) dx =
∫ ω

0 ax,i dx, whereas choosing
ci ∈ [0, ω2 ) yields agent i

∫ ci+ω
2

ci−ω2
ax,if(x) dx =

∫ ci+ω
2

0 ax,i dx <
∫ ci+ω

2
0 ax,i dx +∫ ω

ci+ω
2
ax,i dx =

∫ ω
0 ax,i dx. Hence, ω

2 strictly dominates the choices in [0, ω2 ).
Similarly, 1− ω

2 strictly dominates the choices in (1− ω
2 , 1]. Hence, ci ∈ (1− ω

2 , 1]
is irrational.

First, let 0 < ω ≤ 1
3 and consider an agent i. The choice ci ∈ [ω2 ,

1
2 ] is op-

timal for the belief bi with bi(1− ω
2 , ..., 1−

ω
2 ) = 1. Since ω ≤ 1

3 , we have that
ci+ ω

2 ≤
1
2 + ω

2 ≤ 1−ω. Hence, all clients in between ci− ω
2 and ci+ ω

2 are only
attracted to agent i. Thus, ci is optimal. Similarly, the choice ci ∈ [ 1

2 , 1−
ω
2 ] is

optimal for the belief bi with bi(ω2 , ...,
ω
2 ) = 1.

Next, let 1
3 < ω ≤ 1

2 . Consider the choice ci ∈ [ω2 , 1 − 1.5ω] and the belief
bi with bi(1 − ω

2 , .., 1 −
ω
2 ) = 1. Since ci + ω

2 ≤ 1 − ω, all clients in between
ci− ω

2 and ci + ω
2 are only attracted to agent i. Hence, ci is optimal. Note that

ω < 1
2 ensures that ω

2 < 1 − 1.5ω. Similarly, the choice ci ∈ [1.5ω, 1 − ω
2 ] is

optimal for the belief bi with bi(ω2 , ..,
ω
2 ) = 1. The choice ci ∈ [1 − 1.5ω, 1.5ω]

is optimal for the point belief where k = N−1
2 agents are positioned at ω

2 and
k agents are positioned at 1 − ω

2 . For this point belief, |Ix| = k ∀x ∈ [0, ω],
|Ix| = 0 ∀x ∈ [ω, 1 − ω], and |Ix| = k ∀x ∈ [1 − ω, 1]. Then ci is optimal if it
attracts all clients in between ω and 1 − ω. As ci ∈ (1 − 1.5ω, 1.5ω), we have
that ci−ω

2 < ω and ci+ω
2 > 1−ω. Hence, ci is optimal for the point belief above.

Lastly, let 1
2 < ω ≤ 1. Then the choice ci ∈ [ω2 , 1 −

ω
2 ] is optimal for the

point belief that k = N−1
2 opponents are positioned at ω

2 and k opponents are
positioned at 1− ω

2 . Note that for this point belief, |Ix| = k ∀x,∈ [0, 1−ω],|Ix| =
2k ∀x ∈ [1− ω, ω], and |Ix| = k ∀x ∈ [ω, 1]. Hence,

ui(ci, c−i) = ((1−ω)−(ci−
ω

2 ))· 1
k + 1 +(ω−(1−ω))· 1

2k + 1 +(ci+
ω

2 −ω)· 1
k + 1 ,

which simplifies to

(1− ω) · 1
k + 1 + (2ω − 1) · 1

2k + 1 .
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Hence, the choice ci is optimal for the point belief described above.

We have shown that Pi(1) = [ω2 , 1−
ω
2 ] ∀i ∈ {1, 2, ..., N}. Because for each agent

i, the choice ci ∈ Pi(1) is optimal for a point belief in P−i(1), the algorithm ter-
minates after round 1 and we conclude that Pi = [ω2 , 1−

ω
2 ] ∀i ∈ {1, 2, ..., N}.

Proof of Theorem 3 for an Even Number of Agents
Proof. Similarly to the case with an odd number of agents and 0 < ω < 1, we
can show that ci ∈ [0, ω2 ) is irrational and that ci ∈ (1− ω

2 , 1] is irrational.

Let 0 < ω ≤ 1
3 . Also similarly to the proof of the case with an odd num-

ber of agents, the choice ci ∈ [ω2 ,
1
2 ] is optimal for the belief bi with bi(1 −

ω
2 , ..., 1 −

ω
2 ) = 1. Similarly, the choice ci ∈ [ 1

2 , 1 −
ω
2 ] is optimal for the belief

bi with bi(ω2 , ...,
ω
2 ) = 1. Hence, Pi(1) = [ω2 , 1 −

ω
2 ]. Because for each agent

i, the choice ci ∈ Pi(1) is optimal for a point belief in P−i(1), the algorithm
terminates after round 1 and we conclude that Pi = [ω2 , 1−

ω
2 ] ∀i ∈ {1, 2, ..., N}.

Next, consider 1
3 < ω ≤ 1

2 . Consider the choice ci ∈ [ω2 ,
1
2 ] and the belief

bi with bi(1, ..., 1) = 1. Since ω < 1
2 , we have that ci + ω

2 ≤
1
2 + ω

2 ≤ 1 − ω
2 .

Hence, all clients in between ci − ω
2 and ci + ω

2 are only attracted to agent i.
Thus, ci is optimal. Similarly, the choice ci ∈ [ 1

2 , 1−
ω
2 ] is optimal for the belief

bi with bi(0, ..., 0) = 1. Hence, Pi(1) = [ω2 , 1−
ω
2 ] ∀i ∈ {1, ..., N}.

Consider agent i in the next round. Consider the choice ci ∈ [ω2 , 1 − 1.5ω]
and the point belief bi with bi = (1 − ω

2 , .., 1 −
ω
2 ) = 1. Since ω < 1

2 , we have
that ci + ω

2 ≤ 1 − 1.5ω + ω
2 ≤ 1 − ω. Hence, all clients in between ci − ω

2
and ci + ω

2 are only attracted to agent i. Thus, ci is optimal. Similarly, the
choice ci ∈ [1.5ω, 1 − ω

2 ] is optimal for the belief bi with bi = (ω2 , ..,
ω
2 ) = 1.

Suppose by contradiction that ci ∈ (1 − 1.5ω, 1.5ω) is optimal for some point
belief. Choosing ci should yield at least as much as choosing 1− 1.5ω. Lemma
3 then implies ∫ ci+ω

2

1−ω
ax,i dx ≥

∫ ci−ω2

1−2ω
ax,i dx (1)

Choosing ci should also yield at least as much as choosing 1.5ω. Lemma 3 then
implies ∫ ω

ci−ω2
ax,i dx ≥

∫ 2ω

ci+ω
2

ax,i dx (2)

Furthermore, lemma 5 implies

1
ci + 1.5ω − 1

∫ ci−ω2

1−2ω
ax,i dx ≥

1
1.5ω − ci

∫ ω

ci−ω2
ax,i dx (3)

Similarly, lemma 5 implies
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1
ci + 1.5ω − 1

∫ ci+ω
2

1−ω
ax,i dx ≤

1
1.5ω − ci

∫ 2ω

ci+ω
2

ax,i dx (4)

Combining (2),(3) and (4) implies that

1
ci + 1.5ω − 1

∫ ci−ω2

1−2ω
ax,i dx ≥

1
1.5ω − ci

∫ ω

ci−ω2
ax,i dx

≥ 1
1.5ω − ci

∫ 2ω

ci+ω
2

ax,i dx ≥
1

ci + 1.5ω − 1

∫ ci+ω
2

1−ω
ax,i dx

(5)

Then (1) and (5) imply

1
ci + 1.5ω − 1

∫ ci−ω2

1−2ω
ax,i dx = 1

1.5ω − ci

∫ ω

ci−ω2
ax,i dx

= 1
1.5ω − ci

∫ 2ω

ci+ω
2

ax,i dx = 1
ci + 1.5ω − 1

∫ ci+ω
2

1−ω
ax,i dx

(6)

The proof of Lemma 5 and the first equality in (6) imply that

|Ix| = |Ix′ | ∀x, x′ ∈ [1− 2ω, ω]. (7)

Similarly, the proof of Lemma 5 and the last equality in (6) implies that

|Ix| = |Ix′ | ∀x, x′ ∈ [1− ω, 2ω]. (8)

Furthermore, (6) implies that

|Ix| = |I1−x| ∀x ∈ [1− 2ω, ω] and |Ix| = |I1−x| ∀x ∈ [1− ω, 2ω]. (9)

By contradiction, assume that cj ∈ (1 − 1.5ω, 1.5ω) for some opponent
j. Then this opponent attracts clients in between cj − ω

2 and cj + ω
2 , where

1− 2ω < cj − ω
2 < ω and 1−ω < cj + ω

2 < 2ω. Observation 2 then implies that
|I1−2ω| < |Iω| and |I1−ω| > |I2ω|. As a result, (7) and (8) cannot hold. So from
now on, we assume that each opponent agent chooses in either [ω2 , 1− 1.5ω] or
[1.5ω, 1− ω

2 ].

Note that if an opponent chooses cj ∈ [ω2 , 1 − 1.5ω], then he will attract all
clients in [1 − 2ω, ω] and none of the clients in between [1 − ω, 2ω]. Similarly,
if an opponent chooses cj ∈ [1.5ω, 1 − ω

2 ], then he will attract all clients in
[1 − ω, 2ω] and none of the clients in between [1 − 2ω, ω]. Hence, (9) can only
hold if an equal number of opponents is located in [ω2 , 1−1.5ω] as in [1.5ω, 1− ω

2 ].
As a result, (9) cannot hold if the number of agents is even. We conclude that
if the number of agents is even, then for each agent i, ci is not optimal for any
probability 1 belief on P−i(1) and Pi = ([ω2 , 1− 1.5ω], [1.5ω, 1− ω

2 ]).

Next, consider 1
2 < ω ≤ 2

3 . The choice ci ∈ [ω2 , 1 − ω] is optimal for the
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belief bi with bi(1, ..., 1) = 1. Note that ω < 2
3 ensures that ω

2 < 1− ω. Hence,
all clients in between ci − ω

2 and ci + ω
2 are only attracted to agent i. Thus, ci

is optimal. Similarly, the choice ci ∈ [ω, 1− ω
2 ] is optimal for the belief bi with

bi = (0, .., 0). Now suppose by contradiction that ci ∈ (1 − ω, ω) is optimal for
some point belief. Choosing ci should yield at least as much as choosing 1− ω,
Lemma 3 then implies ∫ ci+ω

2

1−ω2
ax,i dx ≥

∫ ci−ω2

1−1.5ω
ax,i dx (10)

Choosing ci should also yield at least as much as choosing ω, Lemma 3 then
implies ∫ ω

2

ci−ω2
ax,i dx ≥

∫ 1.5ω

ci+ω
2

ax,i dx (11)

Furthermore, lemma 4 implies

1
ci + ω − 1

∫ ci−ω2

1−1.5ω
ax,i dx ≥

1
ω − ci

∫ ω
2

ci−ω2
ax,i dx (12)

Similarly, lemma 4 implies

1
ci + ω − 1

∫ ci+ω
2

1−ω
ax,i dx ≤

1
ω − ci

∫ 1.5ω

ci+ω
2

ax,i dx (13)

Combining (11),(12) and (13) implies that

1
ci + ω − 1

∫ ci−ω2

1−1.5ω
ax,i dx ≥

1
ω − ci

∫ ω
2

ci−ω2
ax,i dx

≥ 1
ω − ci

∫ 1.5ω

ci+ω
2

ax,i dx ≥
∫ ci+ω

2

1−ω2
ax,i dx

(14)

Then (10) and (14) imply

1
ci + ω − 1

∫ ci−ω2

1−1.5ω
ax,i dx = 1

ω − ci

∫ ω
2

ci−ω2
ax,i dx

= 1
ω − ci

∫ 1.5ω

ci+ω
2

ax,i dx =
∫ ci+ω

2

1−ω2
ax,i dx

(15)

The proof of Lemma 4 and the first equality in (15) imply that

|Ix| = |Ix′ | ∀x, x′ ∈ [1− 1.5ω, ω2 ]. (16)

Similarly, the proof of Lemma 4 and the last equality in (15) implies that

|Ix| = |Ix′ | ∀x, x′ ∈ [1− ω

2 , 1.5ω]. (17)
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Furthermore, (6) implies that

|Ix| = |I1−x| ∀x ∈ [1− 1.5ω, ω2 ] and |Ix| = |I1−x| ∀x ∈ [1− ω

2 , 1.5ω]. (18)

By contradiction, assume that cj ∈ (1 − ω, ω) for some opponent j. Then
this opponent attracts clients in between cj − ω

2 and cj + ω
2 , where 1− 1.5ω <

cj − ω
2 < ω

2 and 1 − ω
2 < cj + ω

2 < 1.5ω. Observation 1 then implies that
|I1−1.5ω| < |Iω2 | and |I1−ω2 | > |I1.5ω|. As a result, (16) and (17) cannot hold. So
from now on, we assume that each opponent agent chooses in either [ω2 , 1 − ω]
or [ω, 1− ω

2 ].

Note that if an opponent chooses cj ∈ [ω2 , 1− ω], then he will attract all clients
in [1− 1.5ω, ω2 ] and none of the clients in between [1− ω

2 , 1.5ω]. Similarly, if an
opponent chooses cj ∈ [ω, 1− ω

2 ], then he will attract all clients in [1− ω
2 , 1.5ω]

and none of the clients in between [1 − 1.5ω, ω2 ]. Hence, (18) can only hold if
an equal number of opponents is located in [ω2 , 1 − ω] as in [ω, 1 − ω

2 ]. As a
result, (18) cannot hold if the number of agents is even. We conclude that if
the number of agents is even, then for each agent i, ci is not optimal for any
probability 1 belief and Pi(1) = ([ω2 , 1− ω], [ω, 1− ω

2 ]).

Consider an agent i in the next round. Then the choice ci = ω
2 is optimal

for the belief bi with bi(1− ω
2 , ..., 1−

ω
2 ). Similarly, the choice 1− ω

2 is the opti-
mal choice for agent i for the belief bi with bi(ω2 , ...,

ω
2 ) = 1. By contradiction,

assume that ci ∈ {(ω2 , 1− ω], [ω, 1− ω
2 )} is optimal, it must be that ci yields at

least as much as ω
2 , so Lemma 3 implies∫ ci+ω

2

ω

ax,i dx ≥
∫ ci−ω2

0
ax,i dx. (19)

Similarly, ci should yield at least as much as 1− ω
2 , which implies that∫ 1−ω

ci−ω2
ax,i dx ≥

∫ 1

ci+ω
2

ax,i dx (20)

Furthermore, lemma 5 implies

1
ci − ω

2
·
∫ ci−ω2

0
ax,i dx,≥

1
1− ci − ω

2
·
∫ 1−ω

ci−ω2
ax,i dx (21)

Similarly, lemma 5 implies

1
ci − ω

2
·
∫ ci+ω

2

ω

ax,i dx ≤
1

1− ci − ω
2
·
∫ 1

ci+ω
2

ax,i dx (22)

Combining equation (20),(21) and (22) implies that
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1
ci − ω

2
·
∫ ci−ω2

0
ax,i dx ≥

1
1− ci − ω

2
·
∫ 1−ω

ci−ω2
ax,i dx

≥ 1
1− ci − ω

2
·
∫ 1

ci+ω
2

ax,i dx ≥
1

ci − ω
2
·
∫ ci+ω

2

ω

ax,i dx

(23)

Then (19) and (23) imply that

1
ci − ω

2
·
∫ ci−ω2

0
ax,i dx = 1

1− ci − ω
2
·
∫ 1−ω

ci−ω2
ax,i dx

= 1
1− ci − ω

2
·
∫ 1

ci+ω
2

ax,i dx = 1
ci − ω

2
·
∫ ci+ω

2

ω

ax,i dx

(24)

The proof of Lemma 5 and the first equality in (24) imply that

|Ix| = |Ix′ | ∀x, x′ ∈ [0, 1− ω]. (25)

Similarly, the proof of Lemma 5 and the last equality in (24) imply that

|Ix| = |Ix′ | ∀x, x′ ∈ [ω, 1]. (26)

Furthermore, equation 24 implies that

|Ix| = |I1−x| ∀x ∈ [0, 1− ω] and |Ix| = |I1−x| ∀x ∈ [ω, 1]. (27)

For (25) to be true, it must be that the point belief of agent i about the
choices of the opponents cannot consist of choices in {(ω2 , 1 − ω], [ω, 1 − ω

2 )}.
By contradiction, suppose that one opponent chooses cj ∈ (ω2 ,

1
2 ]. Hence,

0 < cj − ω
2 < 1 − ω. Observation 2 then implies that |I0| < |I1−ω|, so (25)

cannot be true. Similarly, For (26) to be true, it must be that the point belief of
agent i about the choices of the opponents cannot consist of choices in [ω, 1− ω

2 ).
Hence, the point belief of agent i about the choices of the opponents can only
consist of the choices ω

2 and 1− ω
2 .

Finally, (27) can only hold if half of the opponents is positioned at ω
2 and

the other half is positioned at 1− ω
2 . If the number of agents is even, then (27)

cannot hold, and we can conclude that ci ∈ {(ω2 , 1−ω], [ω, 1− ω
2 )} is not optimal

for any point belief in P−i(1). As a result, the point rationalizable choices of
each agent i are Pi = {ω2 , 1−

ω
2 }.

Lastly, consider 2
3 < ω ≤ 1. Then again, the choice ci = ω

2 is optimal for
the belief bi with bi(1− ω

2 , ..., 1−
ω
2 ). Similarly, the choice 1− ω

2 is the optimal
choice for agent i for the belief bi with bi(ω2 , ...,

ω
2 ) = 1. By contradiction, as-

sume that ci ∈ (ω2 , 1−
ω
2 ) is optimal, it must be that ci yields at least as much

as ω
2 , so Lemma 3 implies∫ ci+ω

2

ω

ax,i dx ≥
∫ ci−ω2

0
ax,i dx. (28)
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Similarly, ci should yield at least as much as 1− ω
2 , which implies that∫ 1−ω

ci−ω2
ax,i dx ≥

∫ 1

ci+ω
2

ax,i dx (29)

Furthermore, lemma 4 implies

1
ci − ω

2
·
∫ ci−ω2

0
ax,i dx,≥

1
1− ci − ω

2
·
∫ 1−ω

ci−ω2
ax,i dx (30)

Similarly, lemma 4 implies

1
ci − ω

2
·
∫ ci+ω

2

ω

ax,i dx ≤
1

1− ci − ω
2
·
∫ 1

ci+ω
2

ax,i dx (31)

Combining equation (29),(30) and (31) implies that

1
ci − ω

2
·
∫ ci−ω2

0
ax,i dx ≥

1
1− ci − ω

2
·
∫ 1−ω

ci−ω2
ax,i dx

≥ 1
1− ci − ω

2
·
∫ 1

ci+ω
2

ax,i dx ≥
1

ci − ω
2
·
∫ ci+ω

2

ω

ax,i dx

(32)

Then (28) and (32) imply that

1
ci − ω

2
·
∫ ci−ω2

0
ax,i dx = 1

1− ci − ω
2
·
∫ 1−ω

ci−ω2
ax,i dx

= 1
1− ci − ω

2
·
∫ 1

ci+ω
2

ax,i dx = 1
ci − ω

2
·
∫ ci+ω

2

ω

ax,i dx

(33)

The proof of Lemma 4 and the first equality in (33) imply that

|Ix| = |Ix′ | ∀x, x′ ∈ [0, 1− ω]. (34)

Similarly, the proof of Lemma 4 and the last equality in (33) imply that

|Ix| = |Ix′ | ∀x, x′ ∈ [ω, 1]. (35)

Furthermore, equation 33 implies that

|Ix| = |I1−x| ∀x ∈ [0, 1− ω] and |Ix| = |I1−x| ∀x ∈ [ω, 1]. (36)

For (34) to be true, it must be that the point belief of agent i about the
choices of the opponents cannot consist of choices in (ω2 ,

1
2 ]. By contradiction,

suppose that one opponent chooses cj ∈ (ω2 ,
1
2 ]. Hence, 0 < cj − ω

2 < 1−ω < ω
2 .

Observation 1 implies that |I0| < |Iω2 |, so (34) cannot be true. Similarly, For
(35) to be true, it must be that the point belief of agent i about the choices of the
opponents cannot consist of choices in [ 1

2 , 1−
ω
2 ). Hence, the point belief of agent

i about the choices of the opponents can only consist of the choices ω
2 and 1− ω

2 .
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Finally, (36) can only hold if half of the opponents is positioned at ω
2 and the

other half is positioned at 1− ω
2 . If the number of agents is even, then (36) can-

not hold, and we can conclude that ci ∈ (ω2 , 1−
ω
2 ) is not optimal for any point

belief. As a result, when the total number of agents in the game is even, then
the point rationalizable choices of each agent i are Pi = Pi(1) = {ω2 , 1−

ω
2 }.
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